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Ob ChatGPT oder Deep-Fake-Fotos — das Thema KI ist heute allgegenwértig. Fiir mich steht
jetzt schon fest: Mit den neuen KI-Systemen treten wir in eine neue Epoche des digitalen

Wandels ein.

Allein die rasante Entwicklung im Bereich der Textgeneratoren wie ChatGPT zeigt: Der
kompetente Umgang mit KI wird zu einer entscheidenden Schliisselkompetenz fiir unsere
Schiilerinnen und Schiiler. Deshalb haben wir die ,Kiinstliche Intelligenz* im Fach Informatik
ab der Jahrgangsstufe 11 des neuen neunjihrigen Gymnasiums fest im LehrplanPLUS veran-
kert. Mit der vorliegenden Broschiire geben wir unseren Informatiklehrkréften das Riistzeug
fiir den Unterricht im Lernbereich KI an die Hand, um jungen Menschen grundlegende Funk-

tionsweisen von KI-Systemen beizubringen.

Ich danke den Mitgliedern des Arbeitskreises am Staatsinstitut fiir Schulqualitidt und Bil-
dungsforschung fiir die Erarbeitung dieser praxisorientierten Handreichung. Allen Informatik-
lehrkraften wiinsche ich anregende Impulse bei der Lektiire und viel Freude beim Umsetzen

der neuen Erkenntnisse im Unterricht!

Miinchen, im April 2023

f
“ \%y/
Prof. Dr. Michael Piazolo

Bayerischer Staatsminister

fir Unterricht und Kultus






Vorwort

Liebe Kolleginnen und Kollegen,

den Lernbereich ,Kiinstliche Intelligenz“ in den Lehrplan-PLUS aufzunehmen, war bei der
grundlegenden Konzeption des Lehrplan eine gewagte Entscheidung, denn Sie als Infor-
matiklehrkréfte wurden in Ihrem Studium nicht auf dieses Thema vorbereitet. Die rasant
fortschreitende Entwicklung von KI-Anwendungen und die grofle Prisenz des Themas in
den Medien zeigen aber, dass die damalige Entscheidung richtig war: Unsere Schiilerinnen
und Schiiler miissen sich mit zukunftsweisenden Technologien wie Kiinstliche Intelligenz
auseinandersetzen, um ,sachgerecht, selbstbestimmt und verantwortungsvoll“ handeln zu

konnen, wie es in den iibergreifenden Bildung- und Erziehungszielen des LehrplanPLUS heifit.

Die Aufnahme des Themas in den Lehrplan zieht allerdings auch einen grofien Bedarf an Fort-
und Weiterbildungsangeboten nach sich. Deswegen wurde die KI-Fortbildungsinitiative ins
Leben gerufen, in deren Rahmen u. a. ein Arbeitskreis ,,KI“ gebildet wurde, der in sehr enger
Kooperation zwischen ALP und ISB innerhalb kiirzester Zeit sowohl einen Selbstlernkurs als

auch diese Handreichung fiir den neuen Lernbereich KI in Jahrgangsstufe 11 entwickelte.

Natiirlich soll die Handreichung kein Lehrbuch ersetzen, sie vermittelt Thnen aber fachliche
Grundlagen und gibt didaktische Hinweise, die Sie bei der unterrichtlichen Umsetzung un-
terstiitzen sollen. Dariiber hinaus bietet sie eine grofle Fiille an hilfreichen, grofitenteils vom
Arbeitskreis selbst entwickelten Materialien und Tools, die in der Handreichung beschrieben

und Thnen {iber einen begleitenden Mebiskurs zur Verfiigung gestellt werden.

Ich mo6chte mich an dieser Stelle zum einen beim Bayerischen Staatsministerium fiir Unterricht
und Kultus bedanken, dass es die Fortbildungsinitiative erméglich hat, zum anderen bei den

Mitgliedern des Arbeitskreises KI fiir deren iiberaus engagierte und gelungene Arbeit.

Lassen Sie sich nun begeistern von dem spannenden Thema KI und geben Sie Thre Begeisterung

an Ihre Schiilerinnen und Schiiler weiter. Ich wunsche Ihnen viel Freude dabei.

Miinchen, im April 2023

Anselm Réde, Direktor des ISB
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KAPITEL 1 Einfijhrung

Amaras Gesetz

Kiinstliche Intelligenz ist eine Technologie, die in vielen Bereichen Anwendung findet und die
auf ganz unterschiedliche Weise Einfluss auf unser Leben nimmt. Obwohl diese Technologie
nicht neu ist, steckt sie eigentlich noch in den Kinderschuhen. KI-Systeme werden immer
leistungsfahiger, daher ist damit zu rechnen, dass ihr Einsatz in Bereichen, in denen KI
bereits heute genutzt wird, in Zukunft stark zunehmen wird. Auflerdem werden sich neue

Anwendungsgebiete eréffnen, in denen KI bislang noch keinen Einzug gehalten hat.

Unsere Schiilerinnen und Schiiler verwenden KI-Systeme, oft ohne es zu wissen oder zu
merken. Kiinstliche Intelligenz wird ihnen nach ihrer Schulzeit sogar noch haufiger begegnen —
sowohl im Beruf als auch im Alltag. Dafiir miissen sie gewappnet sein. Die Schiilerinnen und
Schiiler mit den notwendigen Kompetenzen auszustatten, um in Zukunft selbstbestimmt und
verantwortungsbewusst mit Technologien wie Kiinstliche Intelligenz umgehen zu konnen, ist

Teil des Bildungsauftrags der Schulen.

Dem Fach Informatik kommt dabei eine Schliisselrolle zu, denn die Verwirklichung dieses
Bildungsauftrags erfordert, dass die Schiilerinnen und Schiiler nicht nur wissen, wie Kiinstliche
Intelligenz genutzt werden kann und welche Auswirkungen sie auf Individuum und Gesellschaft
haben kann, sondern auch, dass sie die Technologie verstehen und erkldren kénnen. Denn
eine nachhaltige digitale Bildung ist gemafl der Dagstuhl-Erklarung der Gesellschaft fiir
Informatik (s. Brinda et al. (2016)) nur moglich, wenn Themen wie Kiinstliche Intelligenz aus

unterschiedlichen Perspektiven betrachtet und hinterfragt werden.

Um dieser Forderung gerecht zu werden und der Kiinstlichen Intelligenz den Raum zu geben,
den ein derart komplexes Thema erfordert, wurde im LehrplanPLUS in Jahrgangsstufe 11

des Gymnasiums ein eigener Lernbereich , Kiinstliche Intelligenz“ in den Féachern Informatik
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KAPITEL 1 Einfihrung

Technologische Perspektive Digitale s, Gesellschaftlich-kulturelle
Wie funktioniert das? vernetzte \ . Pgrspgktwe
Wie wirkt das?

Welt

Phé&nomene, Gegenstande
und Situationen

»

Anwendungsbezogene Perspektive
Wie nutze ich das?

Abb. 1.1: Das Dagstuhl-Dreieck der Dagstuhl-Erkldrung (Brinda et al., 2016, S. 3).

(NTG), spat beginnende Informatik (HG, SG, MuG, SWG) und Wirtschaftsinformatik (WWG)
geschaffen, sodass die Schiilerinnen und Schiiler aller Ausbildungsrichtungen grundlegende

Kompetenzen in diesem Bereich erwerben.

Der Lernbereich umfasst in den Féachern Informatik und spét beginnende Informatik sechs
Kompetenzerwartungen. In Informatik sind dafiir ca. 16 Stunden vorgesehen, in spét begin-
nender Informatik ca. 12 Stunden. Worin die Unterschiede in den Kompetenzerwartungen
zwischen den beiden Fachern im Einzelnen bestehen, wird in der Handreichung an der entspre-
chenden Stelle erlautert. Die Wirtschaftsinformatik sieht wie die spéat beginnende Informatik
ca. 12 Stunden fiir diesen Lernbereich vor. Das Fach Wirtschaftsinformatik steht zwar nicht
im Fokus dieser Handreichung, allerdings sind die fiir dieses Fach formulierten Kompetenzer-
wartungen denen der spit beginnenden Informatik sehr dhnlich, sodass weite Teile der Inhalte

der Handreichung eins zu eins auf die Wirtschaftsinformatik {ibertragen werden kénnen.

Die folgenden Kapitel der Handreichung orientieren sich an den Kompetenzerwartungen des
Lernbereichs. Kapitel 2 behandelt die Grundlagen und deckt damit im Wesentlichen die erste
Kompetenzerwartung ab, Kapitel 3 und 4 beschéftigen sich mit dem Entscheidungsbaum-
bzw. dem k-néchste-Nachbarn-Algorithmus und beziehen sich damit iiberwiegend auf die
zweite und dritte Kompetenzerwartung. Kapitel 5 hat das Perzeptron und das kiinstliche
neuronale Netz zum Thema, woriiber in der vierten und finften Kompetenzerwartung die
Rede ist, und Kapitel 6 nimmt abschlieBend die Chancen und Risiken in den Blick, die in der

sechsten Kompetenzerwartung entsprechend verankert sind.



KAPITEL 1 Einfihrung

Jedes der folgenden Kapitel beginnt mit einem Abschnitt, in dem zunéchst die fachlichen
Grundlagen dargelegt werden. Darauf folgt jeweils ein zweiter Abschnitt, in dem didaktische
Hinweise zur unterrichtlichen Umsetzung gegeben werden, ggf. gefolgt von einem dritten

Abschnitt mit Hinweisen und Erlduterungen zum dazugehorigen Material.

Die Handreichung richtet sich an Gymnasiallehrkrafte mit Fakultas in Informatik. Die Inhalte
konnen aber auch fiir Lehrkrafte anderer Fécher bzw. anderer Schularten interessant sein, ins-
besondere fiir Wirtschaft-und-Recht-Lehrkréfte, die den Lernbereich ,,Kiinstliche Intelligenz®
im Fach Wirtschaftsinformatik unterrichten. Die Handreichung geht allerdings davon aus,
dass die Leserin bzw. der Leser als Vorwissen ein vertieftes Lehramtsstudium in Informatik
mitbringt, dennoch sind weite Teile der Handreichung hoffentlich auch fiir Leserinnen und

Leser mit weniger Informatikkenntnissen versténdlich und nachvollziehbar.

Die Handreichung ist so konzipiert, dass sie sich zum Selbststudium eignet. Sie geht von
keinen Vorkenntnissen im Bereich der Kiinstlichen Intelligenz aus. Sie soll die Informatik-
lehrkréafte in die Lage versetzen, den Lernbereich kompetent zu unterrichten. Dartiiber hin-
aus sollen die bereitgestellten Materialien bei der unterrichtlichen Umsetzung unterstiit-
zen. Es wird empfohlen, den parallel zur Handreichung entwickelten Selbstlernkurs an der
ALP (s. links.alp.dillingen.de/ki) entweder vorab oder mit der Handreichung verzahnt
zu bearbeiten. An Selbstlernkurs und Handreichung schlieft sich eine eintégige praxisbe-
zogene Présenzfortbildung im Rahmen der Regionalen Lehrerfortbildung (RLFB) an, in
der die Inhalte vertieft und anhand von Beispielen praktisch umgesetzt werden (s. auch

links.alp.dillingen.de/ki). Deren Besuch wird ebenfalls wirmstens empfohlen.

Die Materialien zur Handreichung werden tiber einen Kurs der mebis Lernplattform zur

Verfigung gestellt (s. https://mebis.1link/NFF6EV).
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2.1 Fachliche Grundlagen

2.1.1 Ansatze zur Definition von Kiinstlicher Intelligenz

Die Definition von Kiinstlicher Intelligenz (KI) stellt eine besondere Herausforderung dar.
In der Literatur gibt es hierzu unterschiedliche Anséitze. Doch bevor Kiinstliche Intelligenz

definiert werden kann, sollte erst der Begriff , Intelligenz“ betrachtet werden.
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KAPITEL 2  Grundlagen der Kinstlichen Intelligenz

2.1.1.1 Intelligenz

Zur Anndherung an den Begriff ,Intelligenz“ kénnen folgende Definitionen herangezogen

werden. Intelligenz ist ...

,die Fihigkeit [des Menschen/, abstrakt und verniinftig zu denken und daraus zweckvolles

Handeln abzuleiten.“ (Duden-online)

»im allgemeinen Verstindnis eine bestimmte Form der Begabung, die sich als Fdhigkeit
(oder eine Gruppe von verschiedenen Fahigkeiten) duflert, anschauliche sowie abstrakte
Beziehungen zu erfassen, herzustellen und zu deuten und sich dadurch an neuartige
Situationen anzupassen und sie gegebenenfalls durch problemldosendes Verhalten zu

bewdltigen.“ (Brockhaus-Enzyklopéadie-Online)

Beide Definitionen von Intelligenz zielen auf die Fahigkeit ab, Probleme durch zweckvolles
und zielgerichtetes Handeln zu 16sen und dabei die Fahigkeiten zum abstrakten Begreifen von
Situationen und Zusammenhéngen einzusetzen. Einen weiteren Aspekt, der spéater auch fiir

die Kiinstliche Intelligenz entscheidend ist, liefern folgende Definitionen. Intelligenz ist ...

,die Fahigkeit, aus Erfahrungen Nutzen zu ziehen und das Gegebene in Richtung auf

das Mégliche zu tiberschreiten.“ (Zimbardo, 1995, S. 528)

,in der Psychologie ein hypothetisches Konstrukt (d.h. eine Erkldrung fir ein nicht
direkt beobachtbares Phinomen), das die erworbenen kognitiven Fihigkeiten und Wissens-
bestdnde einer Person bezeichnet, die ihr zu einem gegebenen Zeitpunkt zur Verfiigung

stehen.“ (Gabler-Wirtschaftslexikon)

Intelligenz setzt nach diesen Ansétzen auch das Erwerben von Erkenntnissen und Fahigkeiten
voraus, die dem Menschen dann zu einem bestimmten Zeitpunkt zur Verfiigung stehen und
genutzt werden konnen. Dies benétigt eine Vorarbeit im Wissenserwerb und im Training von
Fahigkeiten und Fertigkeiten, die dann zielgerichtet zum Problemlosen eingesetzt werden
konnen. Mithilfe dieser beiden Ansétze kann nun auch das Konzept der Kiinstlichen Intelligenz

betrachtet werden.
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2.1.1.2 Kinstliche Intelligenz (KI)

Die Definitionen von KI divergieren bereits in deren grundlegenden Ansétzen. Beispielsweise
unterscheiden Russel & Norvig (2012) Ansétze zur Definition von KI, die sich auf menschliches
Denken und Handeln konzentrieren, von solchen, die rationales Denken und Handeln in den

Vordergrund riicken.

Auf menschliches Denken und Handeln bezogene Definitionen lauten beispielsweise wie folgt:

,Der Begriff kiinstliche Intelligenz bezeichnet das Verhalten einer Maschine, das — wenn
sich ein Mensch genauso verhdlt — als intelligent angesehen wird.“ (Simmons & Chappell,

1988, S. 14)

,Als Kinstliche Intelligenz (KI) bezeichnet man eine Software, mit deren Hilfe ein

Computer eine kognitive Tdtigkeit ausfihrt, die normalerweise Menschen erledigen.

(Zweig, 2019, S. 126)

, Kiinstliche Intelligenz ist die Lehre davon, wie man Computer dazu bringt, Dinge zu

tun, die Menschen im Moment noch besser kénnen.“ (Rich, 1983)

Derartige Definitionen machen die Kiinstliche Intelligenz an Fahigkeiten der menschlichen
Vorbilder fest. Dabei ist zu beachten, dass diese Ansétze nur auf ausgewéahlte Fertigkeiten des
Menschen abzielen. Ahnelt das Ergebnis der Maschine dem Verhalten eines Menschen oder
ibertrifft es dieses sogar, wird sie als intelligent angesehen. Aber wie kann festgestellt werden,
ob eine Maschine etwas besser kann als ein Mensch? Mittlerweile kann sie besser Schach
spielen und schneller groe Datenmengen verarbeiten, aber ist sie dadurch auch intelligent im

Sinne obiger Definition von Simmons & Chappell?

Ein bekanntes Experiment, das zur Beantwortung dieser Frage herangezogen werden kann, ist
der Turing-Test. Den 1950 von Alan Turing entwickelten Test besteht ein Computer, wenn ein
Mensch in einer schriftlichen Unterhaltung mit der Maschine nicht bestimmen kann, ob die
Antworten von einem Mensch stammen oder nicht. Dafiir muss ein Computer nach Russel &
Norvig (2012) nattirliche Sprache verarbeiten, Informationen speichern, logisch schliefen und
sich an neue Umsténde anpassen, also lernen kénnen. Obwohl Maschinen einzelne Fahigkeiten
bereits haben, findet der Turing-Test heute noch in abgewandelter Form Anwendung, um

,echte“ Menschen von Maschinen zu unterscheiden.
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Um zu beweisen, dass ein Nutzer bestimmter Online-

Wihle alle Felder mit

Systeme tatséchlich ein Mensch ist, muss er ein Capt-
cha (s. Abbildung 2.1) 16sen. Die Abkiirzung steht
dabei fiir completly automated public turing test
to tell computers and humans apart, ein moderner
Turing-Test. Besteht eine Maschine den Turing-Test,
so kann sie menschliche Intelligenz simulieren und

gilt daher als ,kiinstlich intelligent*.

Dartiber hinaus werden in der Literatur zur Defi-

nition von KI auch Ansétze verfolgt, die rationales

Denken und Handeln in den Vordergrund stellen.

.. . . . Abb. 2.1: Recaptcha von Google.
Kiinstliche Intelligenz ist ...

,die Fdhigkeit einer Maschine, menschliche Féhigkeiten wie logisches Denken, Lernen,

Planen und Kreativitit zu imitieren. (Européisches Parlament, 2020)

,die Fahigkeit eines Systems, externe Daten richtig zu interpretieren, aus diesen Daten
zu lernen und diese Erkenntnisse zu nutzen, um durch flexible Anpassung bestimmite

Ziele und Aufgaben zu erreichen.“ (Kaplan & Haenlein, 2019)

»das Studium derjenigen mathematischen Formalismen, die es ermdglichen, wahrzuneh-

men, logisch zu schlieffen und zu agieren. (Winston, 1992)

Diese Ansétze zielen zum einen auf das Prinzip des logischen Schlieflens ab. Dabei werden
»Muster fiir Argumentationsstrukturen [entwickelt] [...], die immer zu korrekten Schliissen
fithrten, wenn ihnen korrekte Pramissen [(Ausgangspunkt eines logischen Schlusses)] iiber-
geben wurden* (Russel & Norvig, 2012, S.25). Die Maschine kann also Schlussfolgerungen
flir Eingaben treffen, die sie nach ihren personlichen Logiksystemen bestimmt, und dement-
sprechend agieren und reagieren. Zum anderen wird in diesen Definitionen deutlich, dass sich
KI-Systeme auch durch den Aspekt auszeichnen, aus Daten zu lernen, dadurch flexibel neue

Herausforderungen zu meistern und kreativ Aufgaben zu 16sen.

Auch nach Prof. Katharina Zweig unterliegen die Definitionen der kiinstlichen Intelligenz
einem stetigen Wandel, wenn beispielsweise Maschinen neue Fahigkeiten erwerben. , Sobald

ein Computer das Gewiinschte tun kann, nehmen wir diese Téatigkeiten als weniger intelligent
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wahr, gerade weil ein Computer sie kann® (Zweig, 2019, S.126). Lange wurde es nicht fiir
moglich gehalten, dass ein Computer besser Schach spielen kann als ein Mensch. Im Jahr 1996
schlug jedoch Deep Blue den zu dieser Zeit amtierenden Schachweltmeister Garri Kasparow.
Seitdem wird die Fahigkeit, besser als jeder Mensch Schach spielen zu kénnen, nicht mehr
verwendet, um eine Maschine als intelligent einzuschéatzen. Die Definition von Kiinstlicher
Intelligenz ist schwer umsetzbar und kann hochstens fiir den jeweiligen Entwicklungsstand
erstellt werden. Da die ,,Definition so schwammig ist, dass sie nahezu nutzlos ist* (Zweig,
2019, S.126), bezeichnen manche Wissenschaftlerinnen und Wissenschaftler den Namen des

Forschungsfeldes ,,Kiinstliche Intelligenz“ als Fehlbenennung.

2.1.2 Grundideen von Verfahren der Kiinstlichen Intelligenz

In den beiden in Abschnitt 2.1.1.2 erarbeiteten Definitionsansétzen spiegeln sich zwei grund-
satzliche Verfahren der KI wider, wissensbasierte Systeme (insbesondere Expertensysteme)

und maschinelles Lernen.

2.1.2.1 Expertensysteme

Expertensysteme kénnen mithilfe einer vorgegebenen Wissensbasis und der Fahigkeit des
logischen Schlussfolgerns Aufgaben 16sen. Hierbei erfolgt eine Trennung von Wissensbasis und

Verarbeitung des Wissens in der sogenannten Inferenzmaschine.

Expertensystem

- @ fragt an
L } befilllt .i / —
> M
— — A
Experte Wissensbasis Inferenzmaschine erhalt Nutzer
Ergebnis

Abbildung 2.2: Grundsétzlicher Aufbau von Expertensystemen.

Ein Experte befiillt die Wissensbasis des Expertensystems mit Informationen, Zusammenhén-
gen und Regeln (vgl. Lammel & Cleve, 2020, S.26). Eine Inferenzmaschine liefert Antworten

auf die Anfragen des Nutzers durch logisches Schlussfolgern auf Basis der zugrunde liegenden
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Wissensbasis (s. Abbildung 2.2). Dabei ist zu beachten, dass derartige Systeme die Wissens-
basis nicht selbststdndig verdndern konnen. Eine Erweiterung oder Verédnderung kann nur

durch den Experten erfolgen.

Expertensysteme kommen immer dort zum Einsatz, wo die Wissensbasis erstellt und die
logischen Zusammenhénge von der Inferenzmaschine interpretiert und angewendet werden
kénnen. Bei medizinischen Diagnosen, der Vorhersage von Erdbeben und der Fehlerdiagnose
bei technischen Geréten liegen detaillierte Daten und Zusammenhénge vor, aus denen sich
mithilfe von logischen Schlussfolgerungen Ergebnisse produzieren lassen. Beispiele fiir wissens-
basierte Expertensysteme sind der oben genannte Schachcomputer Deep Blue, der 1997 den
Schachgrofmeister Kasparow in einer Partie Schach schlug, und der Ratecomputer Watson,
der von IBM entwickelt wurde und 2011 die menschlichen Mitspieler in der Fernseh-Quizshow

,Jeopardy!“ besiegte.

Die Erstellung einer Wissensbasis sowie der Entwurf von Anfragen an Expertensysteme, die
diese Wissensbasis verwenden, wird in Informatik Jgst. 13 (erhohtes Anforderungsniveau) und

daher in der Handreichung fiir die Jgst. 13 thematisiert.

2.1.2.2 Maschinelles Lernen

FEin weiteres grundsétzliches Verfahren der Kiinstlichen Intelligenz ist das maschinelle Ler-
nen. In Jgst. 11 stehen ausgewédhlte Algorithmen dieses Ansatzes im Vordergrund. ,Beim
maschinellen Lernen werden auf Basis einer typischerweise grofien Menge an Daten [not-
wendige] Regeln, Verhaltensweisen oder Muster abgeleitet bzw. identifiziert — also ,gelernt".
Das Gelernte wird in einem Modell gespeichert und kann im Anschluss auf neue Daten
angewendet werden (s. Abbildung 2.3). [...] Maschinelles Lernen wird vor allem iiberall
dort eingesetzt, wo es aufgrund der Charakteristik des Problems nicht effizient moglich
ist, das Wissen so explizit zu représentieren, dass es ein Computer verarbeiten kann®

(https://computingeducation.de/proj-ml-uebersicht/).

Mithilfe dieses Verfahrens konnen Systeme erstellt werden, die Aufgaben losen, die mit wis-
sensbasierten Anwendungen alleine nicht gelost werden konnen. Ein Beispiel dafiir stellt
der Spielcomputer AlphaGo dar. Go ist ein asiatisches Brettspiel, das im Hinblick auf die
Zugmoglichkeiten erheblich komplexer als Schach ist. Das Spielfeld ist 19 x 19 Felder grofl und


https://computingeducation.de/proj-ml-uebersicht/
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System mit maschinellem Lernen

fragt an ‘
lernt mithilfe
h

d
@@@ er Daten {50,

i ]
[i]@@ ’gg erhalt

Daten Algorithmus

Nutzer

Ergebnis

Abbildung 2.3: Grundsétzlicher Aufbau von Systemen mit maschinellem Lernen.

es gibt um die 2 - 1070 Spielstellungen. Deshalb ist die Herangehensweise von Deep Blue, das
Durchprobieren und Bewerten von Zugmdglichkeiten, auch mit enormer Rechenleistung nicht
in tiberschaubarer Zeit moglich. Im Jahr 2016 besiegte AlphaGo (DeepMind) den weltbesten
Go-Spieler, Lee Sedol. Das System setzte im Gegensatz zu Deep Blue auf Verfahren des
maschinellen Lernens. Ende 2017 préisentierte die Firma DeepMind die KI AlphaZero, die
innerhalb weniger Stunden die Spiele Schach und Go lernte und besser als jede Software

war, die bis dato entwickelt wurde. AlphaZero bekam dabei nur die jeweiligen Spielregeln

vorgegeben und erlernte die Spiele dann, indem es ldngere Zeit gegen sich selbst trainierte.

Der KI wurden dabei keine menschlichen Spielstrategien gezeigt.

FEin weiteres Beispiel des maschinelles Lernens
ist die Mustererkennung. Beispielsweise lief3
Google Street View die Hausnummern auf den

. ]
Bildern der Street-View-Kameras zuerst von , L1 ""CAPTC"“
Privacy & Terms o

Mitarbeitern bestimmen. Aufgrund der schieren

Menge an Bildern war dies aber schnell nicht

mehr in akzeptabler Zeit machbar. So entwi-

Abb. 2.4: Recaptcha von Google mit

1

ckelte Google einen Algorithmus, der lernte, Foto einer Hausnummer?.

Hausnummern in den Aufnahmen zu erkennen.

Durch die Auswertung der Nutzereingaben in die Captcha Abfragen (reCAPTCHA) von

Google wurde die Trefferquote des Algorithmus kontinuierlich verbessert (s. Abbildung 2.4).

Den Nutzern wurden dabei immer wieder Bilder von Hausnummern gezeigt, die sie eingeben

sollten. Dabei vertraute man darauf, dass der Grofiteil der Eingaben ein korrektes Ergebnis

lhttps://pagepipe.com/how-google-no-captcha-captcha-slows-down-your-mobile-site/
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lieferte. Die Bilderkennung wurde dadurch so stark verbessert, dass sie jetzt auch die Captchas

von Googles reCAPTCHA 16sen kann.

2.1.3 Arten des maschinellen Lernens

Um sich dem Thema ,,Maschinelles Lernen“ zu nédhern, lohnt sich zunéchst ein Blick auf die

Definition von Lernen:

, Unter Lernen versteht man einen Prozess, der zu relativ stabilen Verdnderungen im
Verhalten oder im Verhaltenspotenzial fihrt und auf Erfahrung aufbaut.” (Zimbardo,
1995, S. 263)

,Lernen ist damit ein Prozess, der individuell und erfahrungsbezogen konstruiert. Hierbei
agiert die Person aktiv, indem sie ihre eigene Erfahrungs- und Erlebenswelt in den
Lernprozess einbringt und dabei individuell vorhandenes Wissen und Konnen anpasst.”

(Gabler-Wirtschaftslexikon)

Lernen stellt einen fortlaufenden, nicht abschliefenden Prozess dar, in dem das Verhalten,
Wissen und Kénnen durch die Erfahrungen angepasst und dadurch das Ergebnis verbessert
wird. Dieses Vorgehen kann einfach auf maschinelles Lernen tibertragen werden. Die Maschine
verwendet Daten und Algorithmen, um neue Ergebnisse, Fahigkeiten oder Entscheidungen zu

generieren. Dabei unterscheidet man die folgenden drei Arten maschinellen Lernens.

2.1.3.1 Uberwachtes Lernen

Gelabelte Regeln finden, die Gute der gefundenen Neue Daten gemap
Daten erhalten Trainingsdaten Regeln anhand der der gefundenen Regeln
richtig klassifizieren Testdaten Uberprufen klLassifizieren
(0Q3 @
§ 1) . ]
- ~e
;v.wA‘ﬂ'f. (9] 1

Christoph Grifll, Marco Hegmann, Wolfgang Pfeffer, Alexander Ruf, Johannes Wintermeier,
m adaptiert von ,Uberwachtes Lernen” (https://computingeducation.de/proj-ml-uebersicht/) (CC-BY)

von Stefan Seegerer, Tilman Michaeli & Sven Jatzlau.

Abb. 2.5: Uberwachtes Lernen.
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Beim iiberwachten Lernen (s. Abbildung 2.5) miissen gelabelte, d.h. bereits klassifizierte
Daten, vorliegen (1). So konnen beispielsweise Bilder der Klassen Auto, Fahrradfahrer und
Fufigénger, die jeweils als solche beschriftet wurden, verwendet werden, um eine Bilderkennung

fiir das autonome Fahren zu ermoglichen.

»,Gelabelt* sind Daten, wenn ihnen im Vorfeld bereits eine Klasse zugeordnet wurde. Aus
einem Teil dieser gelabelten Daten erstellt der Algorithmus Regeln, die eine Zuordnung der
Daten zu den Klassen ermoglicht (2). Diese Daten werden Trainingsdaten genannt, weil der
Algorithmus damit trainiert wird, d. h. er lernt, Daten selbststdndig mithilfe der gefundenen
Regeln zu klassifizieren. Da der Algorithmus bei diesem Verfahren mit Daten lernt, die vom

Datenersteller gelabelt vorgegeben wurden, spricht man von ,;iberwachtem® Lernen.

Die Giite (Qualitdt) der gefunden Regeln wird mithilfe weiterer gelabelter Daten, den soge-

nannten Testdaten, iberpriift (3).

Anschliefend wendet der Algorithmus seine Regeln an, um neue, ungelabelte Daten zu

klassifizieren (4).

2.1.3.2 Unlberwachtes Lernen

Ungelabelte Daten Ahnlichkeiten in den In den Daten
erhalten Daten erkennen Gruppen und Ausreifier
und Muster finden identifizieren
Q [ ]
PR s V- Y
A gy A do vk 11 oo YA

-—® vy b avy e o>

Christoph Grifll, Marco Hegmann, Wolfgang Pfeffer, Alexander Ruf, Johannes Wintermeier,
BY adaptiert von ,Uniiberwachtes Lernen” (https://computingeducation.de/proj-ml-uebersicht/) (CC-BY)

von Stefan Seegerer, Tilman Michaeli & Sven Jatzlau.

Abb. 2.6: Uniiberwachtes Lernen.

Im Gegensatz zum tiberwachten Lernen stehen dem untiberwachten Lernen (s. Abbildung 2.6)
keine gelabelten Daten zur Verfiigung (1). Beispielsweise liegen bei der Bilderkennung viele
Bilder von Friichten vor, eine Zuordnung zu unterschiedlichen Obstsorten ist allerdings nicht

gegeben.
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Der Algorithmus muss sich dabei die Ahnlichkeiten der Daten (Objekte) in einzelnen Merkma-
len (Attribute) zunutze machen und dadurch die Daten gruppieren, die in diesen Merkmalen
die gleichen oder dhnliche Auspragungen (Attributwerte), also dasselbe Muster aufweisen.
Dabei geht man davon aus, dass &hnliche Daten auch d&hnliche Merkmalsauspragungen haben.
Man spricht in diesem Fall von ,,uniiberwachtem® Lernen, weil die Daten vom Ersteller nicht
gelabelt wurden und dem Algorithmus daher keine Klassen vorgegeben wurden (2). So werden
beispielsweise alle gelben, gebogenen Friichte gruppiert und mit einem Label versehen und

alle griinen, runden Friichte ebenfalls gruppiert und mit einem anderen Label versehen.

Nachdem auf diese Weise dhnliche Daten in einzelne Gruppen zusammengefasst wurden,
miissen noch diejenigen Daten, die in keine der Gruppen passen (sogenannte Ausreifler),
identifiziert werden (3). In dem Beispiel der Friichtegruppierung wéren das einzelne Bilder

exotischer Friichte.

2.1.3.3 Bestirkendes Lernen?

Zustand Aktion wahlen Belohnung oder
erfassen und durchfuhren Bestrarung erhalten
/\ /\‘
(0O} (0O}
\ e - a’ \—j*— 5
I B N ! oo o

- ‘ ',

Strateoie
\ o ¥ anpassen ,/

\_17 \:\J

o

Abb. 2.7: Bestarkendes Lernen.

Im Gegensatz zu den beiden vorhergehenden Verfahren liegen beim bestdrkenden Lernen

(s. Abbildung 2.7) keine Daten vor. Der Algorithmus erfasst hier selbststdndig Informationen,

die im Hinblick auf sein Ziel relevant sind (1). So kann beispielsweise ein Serviceroboter das

2Das bestirkende Lernen wird in der Fachliteratur auch als verstirkendes Lernen oder Reinforcement Learning

bezeichnet.
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Verhalten und die Stimmung eines Kunden analysieren.

Aus seinen vorgegebenen Handlungsméoglichkeiten wahlt der Algorithmus abhéngig von dieser
Analyse ein Vorgehen aus (2). Der Serviceroboter kann entsprechend seiner Analyse aus einer

Vielzahl vorgefertigter Interaktionsmoglichkeiten wéahlen.

Wahlt der Algorithmus die Alternative aus, die ihn ndher an sein Ziel bringt, wird er belohnt.
Hat eine Entscheidung einen negativen Einfluss auf die Zielerreichung, wird er bestraft
(3). Durch die Antwort oder Reaktion des Kunden kann der Serviceroboter beispielsweise

feststellen, ob seine Interaktionsauswahl zielfithrend war oder nicht.

Durch die positiven und negativen Riickmeldungen passt der Algorithmus seine Strategie
an. Aktionen, die zum Ziel fithren, werden ,bestérkt“ und nicht erfolgreiche geschwécht (4).
Bei einer positiven Riickmeldung wird der Serviceroboter die Handlung in einer &hnlichen
Situation wiederholen. Reagiert der Kunde negativ auf das Verhalten des Roboters, wird diese

Handlungsalternative mit einer geringeren Wahrscheinlichkeit eingesetzt.

2.1.4 Starke und schwache Kiinstliche Intelligenz

Man unterscheidet gemeinhin zwischen starker und schwacher Kiinstliche Intelligenz. Die zum
Teil philosophische Diskussion um die Moglichkeit der Entwicklung starker KI-Systeme und
die Abgrenzung zur schwachen KI wurde in der Literatur vielfach gefiihrt. Nach Russel &
Norvig agieren Maschinen, die schwache kiinstliche Intelligenz aufweisen, so, als wéren sie
intelligent (s. auch Abschnitt 2.1.1). Starke kiinstliche Intelligenz ist dagegen durch Systeme
gekennzeichnet, die wirklich ,,denken [...] und nicht einfach nur Denken simulieren [...]“ (Russel

& Norvig, 2012, S.1176), also tatsichlich intelligent sind.

Um diesen Unterschied deutlich zu machen, kénnen zwei Gedankenexperimente herangezogen
werden. Alan Turing ndherte sich bereits 1950 dieser Thematik, indem er mit dem bekannten
Turing-Test nicht etwa klaren wollte, ob eine Maschine denken kann, sondern ob sie einen ,Ver-
haltensintelligenztest* (Russel & Norvig, 2012, S.1177) bestehen konnte (s. Abschnitt 2.1.2).
Die Maschine musste daher nicht intelligent sein, sondern dem menschlichen Kommunikati-

onspartner nur menschlich und dadurch intelligent erscheinen.

Finen dhnlichen Ansatz verfolgt das Gedankenexperiment des ,,Chinesischen Zimmers“ von

John Searle. Dabei sitzt ein Mensch in einem verschlossenen Zimmer und beantwortet Fragen,
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die ihm in chinesischen Schriftzeichen durch einen Schlitz in der Tiir gereicht werden, obwohl
er die chinesische Sprache nicht beherrscht. Als Hilfsmittel kann er dazu nur ein dickes Buch
verwenden, das fiir jede der eingegebenen Fragen eine passende Antwort in chinesischen
Schriftzeichen bereitstellt. Obwohl der Mensch damit weder die Sprache noch die Fragen
versteht, beantwortet er sie richtig. Bauberger sieht hier Parallelen zum Ubersetzungssystem
DeepL. Dieser Algorithmus ,beherrscht das Ubersetzen zwischen mittlerweile mehr als zehn
Sprachen (darunter auch Chinesisch) schon recht gut, aber das bedeutet nicht, dass die

Computer, die dahinter stehen, irgendetwas verstehen®“ (Bauberger, 2020, S. 130).

Eine Maschine zeigt in diesen Féllen eine Intelligenz, die bei genauer Betrachtung aber nicht
auf Verstehen, sondern auf eine entsprechende Informationsverarbeitung unter Beachtung der
moglichen Fille zuriickzufiihren ist. Nach Russel & Norvig handelt es sich dabei klar um eine
schwache kiinstliche Intelligenz. Was benétigt dann aber eine Maschine, damit sie als starke

kiinstliche Intelligenz gilt?

Nach Ramge braucht die starke Kiinstliche Intelligenz ein Bewusstsein, das gepragt ist durch
ein Selbstbild, eigene Interessen und der Fahigkeit, sich selbststdndig weiterzuentwickeln
(vgl. Ramge, 2018, S. 19). Obwohl einige Bestandteile, wie Lernen oder eine Selbstreflexion,
heute schon moglich sind, bleibt das Bild des Roboters mit menschlichen Wesensziigen und

Intelligenz, und damit der starken KI, doch weiterhin Science-Fiction.

Die Gegenbewegung stellt jedoch die Frage, was die KI denn sonst sein soll auler Informations-
verarbeitung. Dieser Frage geht das Gedankenexperiment der Philosophen Clark Glymour und
John Searle nach. Hierbei werden Schritt fiir Schritt alle Neuronen des menschlichen Gehirns
durch elektronische Prothesen mit der gleichen Funktionalitit ersetzt, ohne die Arbeitsweise
des Gehirns zu unterbrechen (Russel & Norvig, 2012, S.1186). Ab wann ist der Mensch nicht
mehr intelligent, sondern verarbeitet ,nur” noch Informationen? Oder bleibt das Bewusstsein
des Menschen in der Maschine erhalten, weil es ja ersetzt wird? Ist es dann doch moglich,

einer Maschine eine umfassende menschliche Intelligenz beizubringen?

All diese Fragen konnen bisher nicht abschliefend beantwortet werden. Fest steht allerdings,
dass Maschinen fiir einzelne Aufgaben oft bessere Ergebnisse liefern kdnnen als Menschen.
Die Computer Watson (s. auch Abschnitt 2.1.2.1) und AlphaZero (s. auch Abschnitt 2.1.2.2)
zeigten eindrucksvoll, wie sie dem menschlichen Intellekt in ihren speziellen Spielen iiberlegen

waren. Trotzdem wiirde man ihnen nie ein Bewusstsein oder eine Intelligenz jenseits ihres
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2.1 Fachliche Grundlagen

Fachbereichs zusprechen. Bei schwacher Kiinstlicher Intelligenz handelt es sich daher um
»Spezialisierte Systeme, die innerhalb ihres klar umgrenzten Wirkungsrahmens zu Hochst-
leistungen fahig [...] und ,[...] in der Lage [sind,] sich selbst zu optimieren“ (Simon, 2021,
S.43f). Eine starke KI wiirde ,auch in Situationen ohne genaue Faktenlage oder mit unklarem
Handlungsziel“ intelligent reagieren. Diese Generalisten gibt es allerdings (noch) nicht. Daher
sind alle bis heute vorliegenden Systeme mit kiinstlicher Intelligenz im Bereich der schwachen

KI anzusiedeln.

2.1.5 Geschichte der Kiinstlichen Intelligenz

Folgende geschichtliche Aspekte der Kiinstlichen Intelligenz sind von Bedeutung;:

1937 | Alan Turing zeigt mit dem Halteproblem Grenzen intelligenter Maschinen auf.

McCulloch und Pitt modellierten die ersten kiinstlichen Neuronen und die Kombi-
1943
nation mit Bestandteilen der Aussagenlogik (UND, ODER, NICHT).

1950 | Turing stellt die Definition von Intelligenz von Maschinen durch den Turing-Test vor.

1955 | Arthur Samuel entwickelt ein erstes lernfdhiges Programm fiir das Spiel Dame.

Der Begriff der Kiinstlichen Intelligenz wird auf einer Konferenz im Darthmouth
1956
College eingefiihrt.

1966 Joseph Weizenbaum entwickelt den ersten Chatbot ELIZA, der Texteingaben

verstehen kann.

1972 | Alain Colmerauer erfindet die Logikprogrammiersprache PROLOG.

1972 | De Dombal entwickelt ein Expertensystem zur Diagnose von Bauchkrankheiten.

1986 | Das System Nettalk, ein kiinstliches neuronales Netz, lernt zu sprechen.

Vapnik entwickelt die Support-Vector-Maschine zur Klassifikation und Regression
1995
von Objekten.

Der Schachcomputer (Expertensystem) Deep Blue von IBM besiegt den Schach-
1997
weltmeister Garri Kasparow.

2009 | Erstes Google Self Driving Car fahrt auf einem Freeway in den USA.
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Der Quizroboter Watson (Expertensystem) besiegt zwei menschliche Mitspieler in
2011
der Quiz-Show Jeopardy.

2011 | Apples Sprachassistent Siri erscheint.

2015 | Daimler stellt ersten autonomen LKW in Deutschland vor.

Der Roboter AlphaGo besiegt fithrende Spieler im Spiel GO nur anhand der
2016
Spielregeln und Lernen durch intensives Spielen gegen sich selbst.

2017 | AlphaZero, die Weiterentwicklung von AlphaGo, kann mehrere Spiele erlernen.

2018 | ,Project Debater von IBM tritt live gegen einen Menschen im Debattier-Duell an.

5019 »Duplex“ von Google kann selbststéndig Termine, z. B. fiir Friseur- oder Arztbesuche

vereinbaren.

Der dialogbasierte Chatbot ChatGPT beeindruckt mit seinen Antworten auf Fragen
2022 | und Befehle in den unterschiedlichsten Bereichen (z. B. Programmierung, Literatur,

Padagogik).

2.2 Didaktische Hinweise / Bezug zum Lehrplan

2.2.1 Einordnung in den LehrplanPLUS

Im LehrplanPLUS Informatik sowie spét beginnende Informatik findet sich in Jahrgangsstufe

11 folgende Kompetenzerwartung;:

Die Schiilerinnen und Schiiler diskutieren Ansdtze zur Definition des Begriffs Kiinstliche
Intelligenz (KI), beschreiben verschiedene Grundideen von Verfahren der KI (u. a.

maschinelles Lernen) sowie thre Anwendungsbereiche.

In diesem Rahmen sollen die Schiilerinnen und Schiiler unterschiedliche Definitionen von
Kiinstlicher Intelligenz analysieren und gegeniiberstellen. Durch die Beschaftigung mit die-
sen Anséitzen (s. Abschnitt 2.1.1) entsteht bei den Schiilerinnen und Schiilern ein tieferes

Verstandnis von der technischen und gesellschaftlichen Bedeutung des wissenschaftlichen
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Forschungsgebiets der KI, aber auch der Herausforderung einer klaren Abtrennung und Be-
stimmung des Begriffs. Im Zuge dessen gewinnen die Schiilerinnen und Schiilern eine eigene

Vorstellung des Begriffs Kiinstliche Intelligenz.

Zusétzlich verlangt diese Kompetenz auch Kenntnisse tiber Verfahren der Kiinstlichen Intel-
ligenz und deren Anwendungsgebiete. Durch die Auseinandersetzung mit unterschiedlichen
Definitionsansétzen werden den Schiilerinnen und Schiilern bereits die Grundideen von Exper-
tensystemen und maschinellem Lernen bewusst (s. Abschnitt 2.1.2). Die Abgrenzung dieser
Ansétze erfolgt zum einen durch die jeweils zugrunde liegenden Funktionalitédt. Zum anderen
kénnen anhand von Beispielen méglichen Einsatzgebiete abgesteckt und die Funktionsweisen

nachvollzogen werden.

Da in den weiteren Kompetenzerwartungen dieses Lernbereichs lediglich Ansétze des ma-
schinellen Lernens enthalten sind, sollte in Jgst. 11 ein Schwerpunkt auf diese gelegt werden.
Die Expertensysteme dienen hier der knappen Thematisierung einer weiteren Grundidee der
Kiinstlichen Intelligenz und bilden die Grundlage fiir eine tiefere Betrachtung in Jgst. 13
(erhéhtes Anforderungsniveau)3. Auch die Arten des maschinellen Lernens (s. Abschnitt 2.1.3)
werden vertieft erst in Jgst. 13 thematisiert und dienen der Lehrkraft hier lediglich zur Ein-
ordnung der nachfolgenden Algorithmen. Der im Lehrplan genannte Entscheidungsbaum- bzw.
k-néchste-Nachbarn-Algorithmus sowie das Perzeptron verwenden Verfahren des {iberwachten
Lernens. Eine Thematisierung der drei Arten maschinellen Lernens ist im Unterricht der

11. Jgst. nicht erforderlich.

Die Entmystifizierung der Kunstlichen Intelligenz durch die Bestimmung der Definition sowie
die Abgrenzung unterschiedlicher Ansédtze bietet die fachliche Grundlage fiir die folgende
Kompetenzerwartung in Jgst. 11, die fiir Informatik und fiir spédt beginnende Informatik gleich

lautet:

Die Schiilerinnen und Schiiler nehmen zu ausgewdhlten aktuellen Finsatzméglichkeiten
der Kiinstlichen Intelligenz Stellung und bewerten Chancen und Risiken fir Individuum

und Gesellschaft.

Eine Stellungnahme verlangt zum einen die fundierte fachlich-thematische Auseinandersetzung

mit den geforderten Einsatzmoglichkeiten. Diese beinhaltet beispielsweise die Funktionalitét

Shttps://www.lehrplanplus.bayern.de/fachlehrplan/gymnasium/13/informatik/erhoeht
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der verwendeten Algorithmen oder die Umsetzungs- und Gestaltungsmoglichkeiten. Hierbei

konnen die Schiilerinnen und Schiiler auf die Grundideen der Verfahren kiinstlicher Intelligenz

zuriickgreifen. Zum anderen ist fiir die Stellungnahme auch eine individuelle Wertung bzw.

Beurteilung von neuen Problemstellungen (s. KMK EPA Informatik*) notwendig. Auch
dafiir kénnen die Anwendungsméglichkeiten der Grundideen sowie die Definitionsansétze der
Kiinstlichen Intelligenz herangezogen werden. Damit kénnen die Schiilerinnen und Schiiler
Riickschliisse auf die Auswirkungen der konkreten Systeme auf das Individuum und die

Gesellschaft ableiten. Weitere Informationen zu dieser Kompetenz finden sich in Kapitel 6.

2.2.2 Durchfiihrung

2.2.2.1 Einstieg ,,Mensch-Maschine"

Um handlungsorientiert einen Eindruck von der Thematik zu erhalten und die Schiilerinnen
und Schiiler maschinelles Lernen erleben zu lassen, eignet sich das Spiel ,,Mensch, Maschine!“,
das in vielen Auspriagungen angeboten wird (z. B. online Krokodilschach von Stefan Seegerer,
https://www.stefanseegerer.de/schlag-das-krokodil/). Dabei kann die Spielfigur nur
wie der Bauer im Schach gezogen werden. Im Unterricht bietet sich eine analoge Durchfithrung
in Kleingruppen an. Als Grundlage fiir dieses Spiel wurden die Materialien der Jugendaktion

des Wissenschaftsjahres 2019 des Bundesministeriums fiir Bildung und Forschung verwendet.

Grundsitzlich besteht diese Unterrichtseinheit dabei aus drei Teilen:

Vorbereitung

Bevor die Schiilerinnen und Schiiler das Spiel in Gruppen starten kénnen, miissen erst die
Materialien vorbereitet werden. Zur einfacheren Umsetzung wurden diese angepasst und

erweitert.

Fiir die Durchfithrung miissen fiir jede Gruppe folgende Unterlagen vorbereitet werden

(s. 0_WJ19_MM_Vorbereitungsanleitung.pdf im Materialordner):

4https://www.kmk.org/fileadmin/Dateien/veroeffentlichungen_beschluesse/1989/1989_12_01-EPA-

Informatik.pdf
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Dateiname Vorbereitung

1_WJ19_MM_Spielbrett_Teil_1_Vorderseite| Spielfeld Vorder- und Riickseite

2_WJ19_MM_Spielbrett_Teil_2_Riickseite laminiert

Spielfiguren ausgedruckt, ausgeschnitten
3_WJ19_MM_Spielfiguren und laminiert oder alternative

Spielsteine

Situationskarten klein ausgedruckt,
4 WJ19_MM_Situationskarten
ausgeschnitten und laminiert

Farbkarten klein ausgedruckt,
5_WJ19_MM_Farbkarten optimiert
ausgeschnitten und laminiert

Ausgedruckt, ausgeschnitten und
6_Zugiibersicht A4 optimiert

laminiert
7_Ergebniszettel DIN A4 Tabelle Ausgedruckt
8_Spielablauf A4 optimiert Ausgedruckt und laminiert

Das Spiel ,,Mensch, Maschine!* wird zwischen den Rollen Mensch und Maschine auf einem
Spielfeld mit 3 mal 3 Feldern gespielt. Dabei sollte die Rolle Maschine in einen Maschine-
Zugauswihler und einen Maschine-Zugausfiihrer aufgeteilt werde. Der Mensch startet

immer mit der mittleren oder von ihm aus rechten Figur (s. Abbildung 2.8, (1)).

Y .3 = . —
eee eee C)
Maschine- Maschine-
Erster Zug des Zugauswihler Zugausfiihrer
Menschen gibt mogliche wahlt zufillig
Zige an den Zug rot aus

Abb. 2.8: Spielverlauf ,Mensch, Maschine!“.

Diese Einschriankung erfolgt hier, um die Anzahl der moglichen Spielziige zu beschrinken und

damit in weniger Spieldurchgéingen den Lerneffekt der Maschine zu erkennen. Aufgrund der
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Symmetrie des Spielfeldes hat diese Einschrankung keine Auswirkungen auf den grundséatzli-
chen Spielverlauf. Vor jedem Spielzug iiberpriift der Maschine-Zugauswahler, ob der Mensch
oder die Maschine gewonnen hat. Wenn nicht, sucht er die entsprechende Situationskarte aus

(2) und lésst den Maschine-Zugfiihrer (3) einen moglichen Zug zufillig bestimmen.

Der Gegner ist besiegt, wenn ...

o ... alle seine Figuren aus dem Spiel geworfen wurden (diagonal @

wie die Bauern beim Schach),

e ... er am Zug ist, aber mit allen Figuren fiir weitere Bewegungen

@ ©
@

blockiert ist oder

e ... man mit einer eigenen Figur die Spielfeldseite des Gegners

® ®-
®

erreicht.

Verliert die Maschine, so wird der letzte gemachte Zug aus

der Situationskarte gestrichen und kann in den néchsten

Spielrunden nicht mehr verwendet werden. Eine detaillierte

Spielanleitung findet sich im Dokument 8_Spielablauf A4

optimiert.pdf, den moglichen Ablauf einer ersten Spielrunde

in Mensch_Maschine_erste_Spielrunde.pptx. Der Erfolg der

Durchfiithrung des Spiels hingt stark vom Verstindnis der Spiel-

regeln ab. Daher empfiehlt es sich, einen Spieldurchgang mit Abb.  2.9: Sieg-

. . . . . und Spielstellungen
einer Schiilergruppe und einem Satz Material vorzufithren oder

aus dem ,,Mensch-

die Prasentation Mensch_Maschine_erste_Spielrunde.pptx zu ) )
Maschine-Spiel“.

verwenden.
Dabei sollte bei der Vorstellung besonders auf die Handlungsanweisungen der einzelnen Rollen
eingegangen werden. Nur bei einer strikten Befolgung der Anweisungen durch die Schiilerinnen

und Schiiler kann das Spiel erfolgreich abgeschlossen werden.

In den Unterlagen findet sich auch die Light-Variante des Spiels, die weniger Vorbereitungs-

aufwand erfordert.
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Durchfiihrung

Nach einer gemeinsamen Erklérung spielen die Schiilerinnen und Schiiler in Gruppen von drei

Personen (Mensch, Maschine-Zugauswéahler und Maschine-Zugausfiihrer) selbststéndig.

Die Lehrkraft steht fiir Fragen bereit und tiberpriift stichpunktartig die Einhaltung der
Regeln. Bei Fehlern im Ablauf sollte das Spiel neu gestartet und die Zugiibersicht und die
Ergebnistabelle neu ausgeteilt werden. Das Spiel ist beendet, wenn die Ergebnisiibersicht

(18 Spielrunden) vollstdndig ausgefiillt ist.

Reflexion

Die Analyse der Ergebnisiibersicht sollte ergeben, dass die Anzahl der Siege des menschlichen
Spielers abnehmen, da die Maschine lernt, besser zu spielen. Aber wie funktioniert das? Beim
Spiel ,Mensch, Maschine!“ kommt eine Form des bestirkenden Lernens (s. Abschnitt 2.1.3)

zum Einsatz. Die Daten stellen hier die Spielrunden mit den gewéhlten Spielziigen und daraus

resultierenden Ergebnissen dar. Wichtig ist auch die Qualitdt des menschlichen Spielers.

Verliert die Maschine nicht, entwickelt sie sich auch nicht weiter. Verliert sie aber, wird
jeweils der letzte Zug, der in direkter Folge zum Verlieren gefiihrt hat, eliminiert, d. h. aus der
Ergebnisiibersicht gestrichen. Dies stellt eine negative Bestiarkung (Bestarkung erfolgreicher
Handlung findet hier nicht statt) dar, da der Zug in Zukunft mit Sicherheit nicht mehr

angewendet wird. Die Maschine lernt auf diese Weise besser zu spielen.

Das Spiel ,,Mensch, Maschine!“ nutzt bestdrkendes Lernen, um die Maschine zu trainieren.

Bei der Durchfithrung des Spiels steht das Erleben, wie eine Maschine lernt, im Vordergrund.

Eine begriffliche Einordung in die Arten des maschinellen Lernens ist im Unterricht nicht
erforderlich. Hingegen bietet sich an dieser Stelle eine kurze Abgrenzung von maschinellem

Lernen zu Expertensystemen (s. Abschnitt 2.1.2) an.

Mithilfe der Erkenntnisse aus diesem Spiel kann anschliefend die Frage nach der Intelligenz
dieser Maschine gestellt und damit auf die moéglichen Definitionen des Begriffs der Kiinstlichen
Intelligenz iibergeleitet werden (s. Abschnitt 2.2.2.2). Alternativ konnen auch anhand des

'M

,Lernens“ im Spiel ,Mensch, Maschine!* die Grundideen von Verfahren der KI thematisiert

werden (s. Abschnitt 2.2.2.3).
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2.2.2.2 Alternative 1: Ansatze zur Definition des Begriffs Kiinstliche Intelligenz

In vielen Definitionen (z. B. Zweig (2019), Rich (1983), Kaplan & Haenlein (2019) in Ab-
schnitt 2.1.1.2) finden die Schiilerinnen und Schiiler die Erkenntnisse aus dem Spiel ,,Mensch,
Maschine!* wieder. Die Frage, ob sie den Maschinen-Gegner aus diesem Spiel als intelligent
einschétzen, leitet direkt zum Problem iiber, dass der Begriff Kiinstliche Intelligenz nicht ein-
deutig definiert werden kann. Zuerst kénnte mit den Ansdtzen der Definition der ,Intelligenz“
(s. Abschnitt 2.1.1.1) das Problem der genauen Abgrenzung besprochen werden. Aufbauend
darauf kann mittels der unterschiedlichen Definitionsansétze von ,Kinstlicher Intelligenz“
von den Schiilerinnen und Schiilern eine eigene Definition verfasst werden. Diese kann ge-
nutzt werden, um fiir aktuelle Anwendungen (z. B. ChatGPT, Thispersondoesnotexist.com,
DeepL) zu bestimmen, ob bzw. wie intelligent diese erscheinen. Obwohl eine Zuordnung dieser
Anwendungen nicht immer moglich ist, kdnnen damit sowohl die Arten des maschinellen
Lernens (s. Abschnitt 2.1.3) als auch die Abgrenzung zu Expertensystemen angesprochen
werden. Dabei sollte darauf hingewiesen werden, dass in Jahrgangsstufe 11 nur Verfahren des
iiberwachten Lernens thematisiert werden. Ein Verweis auf Jahrgangsstufe 13 bietet sich an
dieser Stelle an. Abschlielend kann mit Riickgriff auf die verfassten Definitionen die starke
von der schwachen Kiinstlichen Intelligenz (s. Abschnitt 2.1.4) abgegrenzt und mithilfe des
Turing-Tests (s. Abschnitt 2.1.1.2) weiter diskutiert werden. Eine abschliefiende Einschitzung
der Schiilerinnen und Schiiler zur Moglichkeit der Entwicklung eines Systems mit starker
Kiinstlicher Intelligenz kann beispielsweise in Form einer Meinungslinie umgesetzt werden.
Dabei zieht die Lehrkraft eine Linie, an deren Enden sich jeweils die Endpositionen ,starke KI
ist umsetzbar“ und ,starke KI ist nicht umsetzbar* befinden. Die Schiilerinnen und Schiiler
positionieren sich ihrer personlichen Meinung entsprechend entlang der Linie. Je weiter sie von
einer Endposition entfernt stehen, desto weniger stimmen sie dieser Aussage zu und umgekehrt.
Anschlieflend begriinden die Schiilerinnen und Schiiler ihre Positionierung. Die Lehrkraft wéhlt
dabei Vertreterinnen und Vertreter unterschiedlicher Meinungen aus. Durch diese Methode
erfolgt eine individuelle Reflexion des Themas sowie eine visuelle Verdeutlichung der Meinung

innerhalb der Klasse, die fiir die weitere Erarbeitung genutzt werden kann.
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2.2.2.3 Alternative 2: Grundideen von Verfahren der Kiinstlichen Intelligenz sowie ihrer

Anwendungsbereiche

Das im Spiel ,Mensch, Maschine!“ erlebte ,Verbessern* kann auch in vielen Definitionen (z. B.
Européisches Parlament (2020), Kaplan & Haenlein (2019) in Abschnitt 2.1.1.2) wiederge-
funden werden. Dabei kennen die Schiilerinnen und Schiiler ,,Lernen“ aber nicht nur aus den
Erfahrungen des Spiels, sondern auch aus ihrem eigenen Leben. Mithilfe dieser Definitionen
und konkreten Anwendungsbeispielen konnen sowohl die Arten des maschinellen Lernens
(s. Abschnitt 2.1.3) als auch die Abgrenzung zu den Expertensystemen (s. Abschnitt 2.1.2)
angesprochen werden. Dabei sollen die Schiilerinnen und Schiiler erkennen, in welchen Situa-
tionen maschinelles Lernen eingesetzt wird und ggf. bereits Chancen und Risiken ableiten.
Dazu konnen Beispiele wie die Radikalisierung von Robotern auf Social-Media-Plattformen®
herangezogen werden. Eine detaillierte Betrachtung der Auswirkungen auf Individuen und
die Gesellschaft erfolgt allerdings erst am FEnde des Lernbereichs. Aufbauend auf diesem
Ausblick bietet sich die Abgrenzung von starker und schwacher kunstlicher Intelligenz (s. Ab-
schnitt 2.1.4) an. AbschlieBend kénnen die Schiilerinnen und Schiiler beispielswiese mithilfe

einer Meinungslinie abschétzen, ob sie die Entwicklung eines Systems mit starker Kiinstlicher

Intelligenz als moglich erachten.

Shttps://www.sueddeutsche.de/digital/chatbot-blender-facebook-1.4922049
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3.1 Fachliche Grundlagen

3.1.1 Uberblick

Entscheidungsbidume sind ein etabliertes Modell des iiberwachten maschinellen Lernens. Sie
werden sowohl fiir Klassifikations- als auch Regressionsaufgaben verwendet. Der Fokus dieser
Handreichung liegt auf der Verwendung von Entscheidungsbdumen zur Klassifikation, d. h.
mithilfe des Entscheidungsbaums sollen Daten klassifiziert, also bestimmten Labeln zugeordnet

werden.

orange

T~

‘ Bauchfarbe

N\

weifd schwarz

Abb. 3.1: Der Fisch wird geméfl dem Entscheidungsbaum als friedlich eingestuft. Die Abbildung

visualisiert dabei den schrittweisen Ablauf der Klassifikation.

Ein Entscheidungsbaum besteht aus Knoten und Kanten, wobei die inneren Knoten Fragen
oder (Entscheidungs-)Regeln reprasentieren, die auf ein bestimmtes Merkmal (Attribut) des
zu klassifizierenden Datenpunkts (Objekts) angewendet werden. Die Kanten représentieren
die moglichen Antworten auf diese Frage bzw. die méglichen Anwendungsfille der Regel und
symbolisieren somit die unterschiedlichen Attributwerte, wobei diese ggf. auch gruppiert sein
kénnen. Im Falle eines bindren Entscheidungsbaums gibt es zu jedem inneren Knoten zwei
ausgehende Kanten, z. B. eine ,Ja“-Kante und eine ,Nein“-Kante. Durch fortlaufendes (rekur-

sives) Weiterleiten des zu klassifizierenden Datenpunkts entlang der entsprechenden Kanten
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wird schlielich ein Blattknoten erreicht. Die Blattknoten représentieren dabei die endgiiltige
Klassifizierung des Datenpunkts. Abbildung 3.1 visualisiert den Ablauf der Klassifizierung

eines Datenpunkts anhand eines Entscheidungsbaums.

Ziel des hier vorgestellten Verfahrens des maschinellen Lernens ist es, auf Grundlage bereits gela-
belter Daten (Trainingsdaten) einen Entscheidungsbaum zu erstellen, mit dem neue Daten mog-
lichst zuverlassig klassifiziert werden kénnen. Dazu dient der Entscheidungsbaum-Algorithmus,
der auf Grundlage der Trainingsdaten und bestimmter Kriterien (s. Abschnitt 3.1.3.1) zu-
néchst ein geeignetes Attribut (Frage / Regel) auswéhlt, das die vorhandenen Trainingsdaten
in zwei oder mehrere (disjunkte) Mengen aufteilt. Fiir diese Teilmengen wéhlt der Algorithmus
jeweils wieder ein geeignetes Attribut, um sie weiter aufzuteilen. Dieses Vorgehen wird nun fiir
die entstandenen Teilmengen rekursiv wiederholt, bis z. B. eine zuvor festgelegte Baumtiefe
erreicht ist oder bis alle Daten, die durch einen bestimmten (Blatt-)Knoten reprasentiert

werden, dasselbe Label besitzen (s. Abschnitt 3.1.3.2).

Entscheidungsbdume kénnen auf eine Vielzahl von Szenarien angewendet werden und sind
leicht zu visualisieren und zu interpretieren. Bei diesem Verfahren handelt es sich jedoch um
ein heuristisches Vorgehen, d.h. es gibt keine Garantie, dass der ,beste* bzw. iberhaupt
»ein guter Entscheidungsbaum gefunden wird. Es ist somit unerldsslich, den erhaltenen

Entscheidungsbaum anhand von Testdaten auf seine ,Vorhersagequalitdt“ hin zu iiberpriifen

(s. Abschnitt 3.1.4).

3.1.2 Trainings-, Validierungs- und Testdaten

Als Verfahren des iiberwachten maschinellen Lernens benétigt der Entscheidungsbaum-
Algorithmus Trainingsdaten, anhand derer das Modell, also der Entscheidungsbaum, generiert
wird. Wie bereits im vorangegangenen Abschnitt erwdhnt, handelt es sich bei dem Verfahren
nur um eine Heuristik und das generierte Modell muss anhand weiterer gelabelter Daten
auf seine Giite, d. h. die ,Vorhersagequalitit“ des Entscheidungsbaums getestet werden. Eine
typische Fehlvorstellung ist es, hier dieselben Daten zu verwenden, anhand derer das Modell
erstellt wurde. Da das Modell genau auf diesen Daten trainiert wurde, kann es diese in der
Regel zuverléssig klassifizieren. Daraus kann man jedoch nicht schliefen, dass neue, ihm in
der Trainingsphase unbekannte Daten ebenso zuverldssig klassifiziert werden kénnen. Daher

ist es von grofler Bedeutung, das Modell mit weiteren bereits gelabelten Daten (Testdaten)
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zu bewerten, die nicht in der Trainingsphase verwendet wurden, um eine Einschitzung der

allgemeinen Zuverlassigkeit des Modells bei der Klassifizierung zu bekommen.

Noch bevor der Entscheidungsbaum getestet wird, findet iblicherweise eine Phase der Opti-
mierung statt. Hierbei kommt ein weiterer Satz gelabelter Daten (Validierungsdaten) zum
Einsatz. Im Zuge der Optimierung kann insbesondere eine Uberanpassung (overfitting) des
Entscheidungsbaums auf die Trainingsdaten erkannt werden. Eine Uberanpassung liegt vor,
wenn das Modell so sehr auf die Trainingsdaten zugeschnitten ist, dass neue Daten weniger
zuverléssig klassifiziert werden als mit einem generalisierten Modell, das in Bezug auf die
Trainingsdaten weniger spezifisch ist. Das Model hat die Trainingsdaten sozusagen ,auswendig
gelernt und kann andersartige Datenobjekte nicht zuverlassig klassifizieren. Um den trainier-
ten Entscheidungsbaum zu vereinfachen und damit zu generalisieren, konnen beispielsweise zu
spezielle Knoten und / oder Zweige entfernt werden. Man spricht in diesem Zusammenhang

von Pruning.

Zusammengefasst benotigt man Daten mit bekannten Labeln fiir folgende Zwecke: fiir das
Trainieren des Modells (Trainingsdaten), ggf. fiir das Optimieren bzw. Validieren des trai-
nierten Modells (Validierungsdaten) und fir das Testen des Modells (Testdaten). Man
muss deshalb die anfangs verfiigharen gelabelten Daten in zwei bzw. drei Teile aufteilen, wobei
es keine feste Regel gibt, in welchem Verhéltnis die Daten aufgeteilt werden sollten. Es ist
géngige Praxis, etwa 70 % der Daten als Trainingsdaten zu verwenden und die restlichen

Daten ungefdhr gleichméfig in Validierungs- und Testdaten aufzuteilen.

3.1.3 Erstellung des Entscheidungsbaums anhand der Trainingsdaten

Um den Entscheidungsbaum zu erstellen, muss der Algorithmus zunéchst eine , beste“ Fra-
ge / Regel auswihlen, um den Wurzelknoten in zwei oder mehrere Kindknoten aufzuteilen.
Als Entscheidungsregel kommt die Einordnung eines Datenobjekts gemafl der Attributwerte
eines seiner Attribute infrage. Je nach Anzahl der unterschiedlichen Attributwerte ergibt
sich folglich eine Aufteilung in die Kindknoten. Dabei kénnen auch mehrere Auspriagungen
gruppiert werden, was gerade bei nicht diskreten Attributwerten sinnvoll ist. Es muss an
dieser Stelle gekldrt werden, welches das ,,beste” bzw. ,wichtigste* Attribut ist, nach dessen

Attributwerten eine Datenmenge aufgeteilt werden soll.

Im folgenden Beispiel sollen unterschiedliche Figuren mit den Merkmalen Form (Kreis / Dreieck),
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Streifen (ja /nein) und Beschriftung KI (ja /nein) klassifiziert werden (s. linke Grafik in
Abb. 3.2), wobei von Interesse ist, ob die Figuren griin oder rot sind. Die Zuordnung einer
Figur zu einer der beiden Klassen erfolgt hierbei iiber ein griines bzw. rotes Label (s. rechte

Grafik in Abb. 3.2). Es liegen folgende gelabelte Trainingsdaten vor:
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Abb. 3.2: Als Trainingsdaten werden Daten mit den Merkmalen Form, Streifen und Beschriftung

KI betrachtet. Die beiden Abbildungen zeigen die Trainingsdaten ohne Label (links) und mit Label

(rechts), welche durch die Farben griin und rot reprisentiert werden.

Je nachdem, welches Attribut als erste Entscheidungsregel ausgewéhlt wird, ergeben sich

folgende Aufteilungen der Trainingsdaten:
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Abb. 3.3: Aufteilung der Trainingsdaten nach den drei moglichen Merkmalen Form bzw. Streifen

bzw. Beschriftung KI.

Der Algorithmus entscheidet sich dabei fiir das Attribut, durch dessen Attributwerte die
Datenobjekte in Untergruppen mit einem moglichst grofien Informationsgewinn aufgeteilt
werden, d. h. nach der Aufteilung sollte man die einzelnen Datenobjekte aus den Trainingsda-
ten mit einer hoheren Wahrscheinlichkeit dem passenden Label zuordnen konnen als vor dem
Aufteilen. Man betrachtet hierzu den Informationsgehalt der Ausgangsmenge und den Infor-
mationsgehalt nach dem Aufteilen der Ausgangsmenge in Teilmengen. Der Informationsgewinn

wird dabei als Differenz aus Informationsgehalt vor und nach dem Aufteilen definiert. Zur
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Messung des Informationsgehalts einer Datenmenge gibt es in Bezug auf Entscheidungsbdume
drei géngige Verfahren (Split-Kriterien): die Fehlklassifikationsrate, die Entropie und die
Gini-Impurity (vgl. Rutkowski et al., 2020). Diese drei Verfahren werden in den néchsten

Unterabschnitten anhand von Beispielen illustriert.

3.1.3.1 Split-Kriterien

3.1.3.1.1 Fehlklassifikationsrate

Wie der Name schon erahnen lasst, betrachtet man bei ﬂ

Daten einer Menge fehlklassifiziert, d. h. dem falschen b@ O
Label zuordnet. Zur Bestimmung des Informationsge- q B bd A

haltes vor dem Aufteilen miisste nebenstehender Menge

diesem Verfahren die Wahrscheinlichkeit, mit der man

entweder das Label griin oder rot zugewiesen werden.  Abb. 3.4: Gelabelte Trainingsdaten.

Da in der Menge jeweils zehn rote und griine Datenobjekte vorhanden sind, macht man in
diesem Fall unabhéngig von der Wahl des Labels zu 20 O einen Fehler, d. h. der Informationsgehalt

vor dem Aufteilen betrigt 1 2—0 =0,5.

Nun betrachtet man die Fehlerwahrscheinlichkeiten Beschriftung KI
nach dem Aufteilen der Menge der Datenobjekte ﬂ @\’ o
bzgl. des Attributs Beschriftung KI. In der linken p A

Teilmenge mit Attributwert ,,ja“ befinden sich sie- q B E \’A

ben Datenobjekte mit griitnem Label. Wenn man / \
dieser Menge das Label grin zuweist, macht man /Ja Neir\
Q o .
n = der Fille einen Fehler. In der rechten Menge q ﬂ \‘vé’ A

befinden sich drei griine und zehn rote Daten. Da v Aw @b q“@

sich mehr rote als griine Daten in der Menge befin-
den, weist man dieser das Label rot zu und macht Abb. 3.5: Aufteilung der Trainingsdaten

dann in % der Fille einen Fehler. geméfl dem Attribut Beschriftung KI.

Diese beiden Fehlerraten miissen nun noch mit dem jeweiligen Anteil der Daten an der
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Ausgangsmenge gewichtet werden (gewichtetes Mittel), um ein Maf fiir den Informationsgehalt

nach dem Aufteilen zu erhalten:

7 0 13 3 3

—_ — _— —_ = — = ’1
20 7 20 13 20 0.15
~—— N—— —— ~——

Gewichtung Fehlerrate Gewichtung Fehlerrate

Es ergibt sich durch das Aufteilen einer Datenmenge X geméfl dem Attribut Beschriftung

KI also ein Informationsgewinn IGg unter Verwendung der Fehlklassifikationsrate F von:

1
IGp(X,Beschriftung KI) = % - % = % = 0,35
~—— ——

Informationsgehalt  Informationsgehalt
vor dem Aufteilen nach dem Aufteilen

Das Verfahren lésst sich auf das Aufteilen einer Datenmenge in mehr als zwei Teilmengen
iibertragen. Man berechnet hierzu eine gemeinsame (gewichtete) Fehlerrate der Teilmengen

und subtrahiert diese anschliefend von der Fehlerrate der Ausgangsmenge.

Betrachtet man die Berechnung der gewichteten Fehlerrate nach dem Aufteilen, erkennt

man, dass sich die Anzahl der Elemente in den jeweiligen Teilmengen , kiirzt“:

7 13
_.9+_.i:i:0,15
20 7 20 13 20

Es reicht deshalb aus, die Anzahl der Fehler vor dem Aufteilen und die Anzahl der Fehler
nach dem Aufteilen zu betrachten. Vor dem Aufteilen erhélt man unabhéngig von der
Wahl des Labels 10 Fehler, nach dem Aufteilen in der linken Teilmenge 0 und in der
rechten Teilmenge 3, also insgesamt 3 Fehler. Es ergibt sich somit ein Informationsgewinn

von

,10 Fehler — 3 Fehler = 7 Fehler*

Der Wert ,,7 Fehler” als Informationsgewinn bedeutet dabei, dass man durch das Aufteilen

7 Fehler weniger macht, als dies vor dem Aufteilen der Fall war.
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3.1.3.1.2 Entropie

Ein anderes Mafl fiir den Informationsgehalt einer Menge ist die Entropie. Diese misst
anschaulich gesprochen die Unordnung in einer Menge. Fiir eine Menge X, in der Daten mit
k verschiedenen Labeln mit der jeweiligen relativen Haufigkeit p; (j =1,...,k) vorkommen,

wird die Entropie E wie folgt berechnet:

k
E(X) == p;-logy(p))
j=1

Gibt es in der Menge X nur Daten mit zwei verschiedenen Labeln (wie in obigem Beispiel

griin und rot), vereinfacht sich die Formel zu:

E(X) == (p1 - logy(p1) + p2 - loga(p2))

Hierzu wird wieder das obige Beispiel betrachtet:

Beschriftung KI

D06 10 10) , 10 10
ASPROR | = - (3 ()5 (3)

—_— — + [R— [R—
20 20 20 20
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Abb. 3.6: Berechnung der Entropien der Ausgangsmenge X bzw. der Teilmengen X; und Xs nach der
Aufteilung der Daten hinsichtlich des Attributs Beschriftung KI.

Der Informationsgewinn IGg hinsichtlich des Attributs Beschriftung KI berechnet sich
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analog zum Informationsgewinn IGg aus Abschnitt 3.1.3.1.1 aus der Differenz der Entropie

der Ausgangsmenge X und der Summe der gewichteten Entropien der Teilmengen X; und Xs:

7 13
IGg(X,Beschriftung KI) = E(X) - |= - E(X1)+—" E(X9)
. . 20 20
Informationsgehalt
vor dem Aufteilen Informationsgehalt

nach dem Aufteilen

7 13
1—%-0—%-0,78~0,49

X

3.1.3.1.3 Gini-Impurity

Das dritte Maf fir den Informationsgehalt einer Menge, das in der Handreichung betrachtet
wird, ist die Gini-Impurity. Fiir eine Menge X, in der Daten mit k verschiedenen Labeln
mit der jeweiligen relativen Héaufigkeit p; (j =1,...,k) vorkommen, wird die Gini-Impurity G

wie folgt berechnet:
k
G(X)=1-) p?
j=1

Kommen in der Menge nur Daten mit zwei verschiedenen Labeln vor (wie in obigem Beispiel

griin und rot), vereinfacht sich die Formel zu:
G(X)=1-pi-pj

Hierzu wird wieder das obige Beispiel betrachtet (s. Abbildung 3.7).

Der Informationsgewinn IGg hinsichtlich des Attributs Beschriftung KI berechnet sich
analog zum Informationsgewinn IGg bzw. IGg aus den Abschnitten 3.1.3.1.1 bzw. 3.1.3.1.2
aus der Differenz der Gini-Impurity der Ausgangsmenge X und der Summe der gewichteten

Werte der jeweiligen Gini-Impurity der Teilmengen X; und Xo:

7 13
IGg(X,Beschriftung KI) = G(X) - (— -G(X1)+=—-G(Xy)
. g 20 20
Informationsgehalt
vor dem Aufteilen Informationsgehalt
nach dem Aufteilen
7 13
~ 056-—=-0-—-0,36 = 0,27

20 20
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Abb. 3.7: Berechnung der Gini-Werte der Ausgangsmenge bzw. der Teilmengen nach der Aufteilung
der Daten hinsichtlich des Attributs Beschriftung KI.

Die Formel der Gini-Impurity betrachtet den Feh-

ler, den man macht, wenn man sich zuféllig — aber O v ,‘
unter Beriicksichtigung der relativen Haufigkeiten Ao ' @

des Vorkommens der Label — fiir ein bestimmtes OO‘ O'

Label entscheidet. Fiir nebenstehendes Beispiel

Abb. 3.8: Dat fir die Berech-
mit den zwei unterschiedlichen Labeln griin und atetimenge tr die betec

nung der Gini-Impurity.
rot gilt:

In der Menge befinden sich drei Elemente mit griinem und zehn Elemente mit rotem Label.
Man wiirde sich aus diesem Grund also zu 13—3 fiir das griine und zu % fiir das rote Label

entscheiden. Mit welcher Wahrscheinlichkeit wiirde man fiir die beiden Entscheidungen

jeweils ein Element falsch klassifizieren?

e« Wenn man sich fiir das griine Label entscheidet, macht man in % der Fille einen

Fehler bei der Klassifikation




3.1 Fachliche Grundlagen

e Wenn man sich fiir das rote Label entscheidet, macht man in 1—33 der Fille einen

Fehler bei der Klassifikation

Diesen Prozess kann man auch gut in einem Baumdiagramm visualisieren. Die Ereignisse
Eg bzw. Egr stehen dabei fiir die Entscheidung fiir das griine bzw. rote Label, die
Ereignisse Zg bzw. Zg dafiir, dass ein Element mit griinem bzw. rotem Label ausgewéahlt

wurde:

3 3 3
13 13 13
>
£ 10 3. 10
13 13 13
3 10 3
2o 13 13 13
13
10 1010
13 13 13

Der Gesamtfehler bei diesem Vorgehen ist somit

3 10 10 3 9 3 10

—_— — —_— — = . —_— . —_— :2

B 13 33 13 13 " chwe
—_—— ——
=P =:p2

Ausgehend von dem Zusammenhang pj + pa = 1 erhélt man durch Quadrieren beider

Seiten und der Anwendung der 1. binomischen Formel:

(p1+p2)’=1 = pi+2pipa+pai=1 & 2pips= 1-pi-p3
S

Formel fiir die Gini-Impurity
fir zwei Label

3.1.3.1.4 Beurteilung der Split-Kriterien

In den vorangegangenen drei Abschnitten wurden drei verschiedene Mafle vorgestellt, um
den Informationsgehalt einer Menge angeben zu kénnen. Doch wie wirkt sich die Wahl des
Split-Kriteriums auf die Erstellung des Entscheidungsbaums aus? Zur Beantwortung dieser

Frage lohnt sich ein Blick auf die Funktionsgraphen der drei Mafle im Hinblick auf eine
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Datenmenge mit zwei unterschiedlichen Labeln. Hierbei sticht zundchst ins Auge, dass die
Entropie Werte im Intervall [0;1] und die Fehlklassifikationsrate sowie die Gini-Impurity
Werte im Intervall [0;0,5] annehmen. Um die Mafle noch besser vergleichen zu kénnen, wird

die Entropie mit dem Faktor 0,5 skaliert (blau-gestrichelte Linie).

“Funktionswert des gewahlten Splitkriteriums

—— Entropie
- - - - Skalierte Entropie
—— Gini-Impurity

Fehlklassifikationsrate

0.1 0.2 0.3 04 05 0.6 0.7 0.8 0.9 1  Wahrscheinlichkeit p fiir ein

Label (bei zwei moglichen)

Abb. 3.9: Funktionsgraphen der Entropie, Gini-Impurity und Fehlklassifikationsrate im Hinblick auf

eine Datenmenge mit zwei unterschiedlichen Labeln (in Anlehnung an (Rutkowski et al., 2020, S.65)).

Man sieht, dass alle drei Mafle den grofiten Wert fiir p = 0,5 annehmen, der dann auftritt,
wenn in der Datenmenge fiir jedes der beiden Label dieselbe Anzahl an Daten enthalten
ist, was gleichzeitig den groBitmoglichen ,,Grad der Unordnung® in der Menge darstellt.
Die Graphen fiir die skalierte Entropie und Gini sind sehr dhnlich und unterscheiden sich
kaum. Wirft man einen Blick auf Berechnungssimulationen, stellt man fest, dass das Gini-
Kriterium hinsichtlich der Laufzeit deutlich schneller als das Entropie-Kriterium ist, da es
deutlich weniger rechenintensiv ist. Dafiir sind die Klassifikationsergebnisse des erhaltenen
Entscheidugnsbaums bei der Wahl des Entropie-Kriteriums etwas besser, wobei fraglich
ist, ob sich der Zeitaufwand in Bezug auf das erhaltene Ergebnis tatsichlich lohnt (vgl.

https://quantdare.com/decision-trees-gini-vs-entropy/).

Waiéhrend sich die Entropie und die Gini-Impurity kaum unterscheiden, gibt es doch deutliche

Unterschiede zwischen den beiden Maflen und der Fehlklassifikationsrate. Wahrend sowohl


https://quantdare.com/decision-trees-gini-vs-entropy/
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Gini als auch die Entropie streng konkave Funktionen sind, ist die Fehlklassifikationsrate
abschnittsweise linear (Rutkowski et al., 2020, S. 81). Dies hat bei manchen Berechnungen
starke Auswirkungen auf die Berechnung des Informationsgewinns, wie folgendes Beispiel

illustriert:

Abb. 3.10: Visualisierung der Anteile der grin bzw. rot gelabelten Daten in den jeweiligen Knoten

eines Entscheidungsbaums.

Es werden wieder gelabelte Daten mit griitnem und rotem Label betrachtet. In den farbigen
Bereichen jedes Knotens ist jeweils die Anzahl der Daten angegeben. So befinden sich in
der Ausgangsdatenmenge 20 griin und 40 rot gelabelte Trainingsdaten. Man sieht, dass sich
diese Daten insgesamt perfekt aufteilen lassen und vier Blattknoten mit jeweils einheitlich
gelabelten Daten entstehen. Betrachtet man nun die Berechnung des Informationsgewinns fiir

das Aufteilen der Ausgangsmenge mithilfe der Fehlklassifikationsrate, ergibt sich:

20 (35 14 25 6\ 20 20
T 60 60

IGr=— (2. = 22
Gr (60 35760 25

Das Kriterium der Fehlklassifkationsrate berechnet hier einen Informationsgewinn von 0,
d.h. die Ausgangsmenge wiirde — je nach Definition des Algorithmus — unter Umsténden
nicht weiter aufgeteilt werden. Dies geschieht, obwohl insgesamt eine perfekte Separierung der

Trainingsdaten hinsichtlich der betrachteten Label mdoglich ware.

Verwendet man hier die Gini-Impurity, erhédlt man als Informationsgewinn:

o o~ - [ -1 - ) o

Das Gini-Kriterium (und analog auch das Entropie-Kriterium) ermittelt also einen (wenn

auch kleinen) Informationsgewinn und die Ausgangsdatenmenge wird weiter aufgeteilt.

o1
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Woran liegt es, dass Gini oder die Entropie noch einen Informationsgewinn ermitteln kénnen,
wohingegen die Fehlklassifikationsrate keinen mehr feststellt? Hierzu betrachtet man die

jeweiligen Funktionsgraphen genauer:

Gini-Impurity linker Kindknoten

Gini-Impurity des
Elternknotens
Funktionsgraph Fehlklassifikationsrate

Gini-Impurity,fechter Kindknoten
025 /

Abb. 3.11: Unterschiede der Funktionsgraphen von Gini-Impurity und Fehlklassifikationsrate und die

resultierenden Auswirkungen.

Der gewichtete Durchschnitt des Informationsgehalts der méglichen Kindknoten liegt auf der
Strecke zwischen den Punkten, die jeweils durch den Informationsgehalt der beiden Kindknoten
festgelegt werden. Dadurch, dass bei streng konkaven Funktionen der Graph stets oberhalb
jeder Verbindungsstrecke zweier seiner Punkte liegt, kann es bis auf den Sonderfall, dass
die Punkte des linken und rechten Kindknotens identisch sind, nie dazu kommen, dass der
Informationsgehalt des Elternknoten genauso grof} ist wie der gewichtete Informationsgehalt
der moglichen Kindknoten. Somit kann beim Informationsgewinn bis auf den genannten
Sonderfall nie der Wert 0 auftreten. Anders sieht es hier bei der abschnittsweise linearen
Funktion der Fehlklassifikationsrate aus. Hier kann es sehr wohl auftreten, dass der gewichtete
Informationsgehalt der méglichen Kindknoten mit dem Punkt des Funktionsgraphen, der den

Informationsgehalt des Elternknoten reprasentiert, zusammenfallt.

3.1.3.2 Abbruchkriterien

Abbruchkriterien legen Regeln fest, unter welchen Umsténden ein Knoten bei der Erstellung des

Entscheidungsbaums nicht weiter ,in Kindknoten aufgeteilt* und somit zu einem Blattknoten

®
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wird. Zwei Félle sind dabei offensichtlich: Einerseits wird das Aufteilen beendet, wenn kein
Attribut mehr vorhanden ist, nach dessen Attributwerten man die Daten noch separieren
konnte. Andererseits wird man das Aufteilen beenden, wenn alle Daten dasselbe Label haben,
sodass ein weiteres Aufteilen keinen Informationsgewinn mehr liefern kann. In der Praxis wird
es allerdings selten der Fall sein, dass sich die Datenmenge durch einen Entscheidungsbaum
vollsténdig in homogene Teilmengen aufteilen ldsst. So kdnnte man auch das Aufteilen eines
Knotens beenden, wenn ein gewisser ,,Reinheitsgrad erreicht ist, beispielsweise, wenn 90 %
der darin enthaltenen Daten einem bestimmten Label angehoren. Alternativ kann man das
Aufteilen der Datenmenge in einem Knoten auch beenden, wenn sich nur noch eine bestimmte
Anzahl an Elementen in der Datenmenge befindet. Beide Kriterien dienen in erster Linie
dazu, eine Uberanpassung des Entscheidungsbaums auf die Trainingsdaten zu verhindern. Um
den Entscheidungsbaum nicht zu tief werden zu lassen, kann man auch vorab eine maximale
Tiefe des Baums festlegen. Je nach Wahl des Split-Kriteriums kann auch abgebrochen werden,

wenn kein Informationsgewinn erfolgt (vgl. auch das Beispiel in 3.1.3.1.4).

1. Es ist kein Attribut mehr vorhanden, nach dessen Attributwerten die Datenmenge

weiter aufgeteilt werden konnte.
2. Alle Elemente in der Datenmenge haben das gleiche Label.

3. Ein bestimmter Prozentsatz (z. B. 90 %) der Elemente in der Datenmenge hat das

gleiche Label.
4. In der Datenmenge ist nur noch eine kleine Anzahl an Elementen vorhanden.
5. Der Baum hat bereits eine vorgegebene maximale Tiefe erreicht.

6. Es wiirde beim Aufteilen der Datenmenge kein Informationsgewinn erzielt werden.

3.1.3.3 Entscheidungsbaum-Algorithmus

Das Trainieren von Entscheidungsbdumen basiert auf einem verhéltnismafig einfachen rekur-

siven Algorithmus (in Anlehnung an Herbold (2022)):
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(1) Beende den Algorithmus, wenn eines oder mehrere der in Abschnitt 3.1.3.2 genann-

ten Abbruchkriterien eintritt.

(2) Bestimme das Attribut A, das hinsichtlich des gew&hlten Split-Kriteriums (s.

Abschnitt 3.1.3.1) den groften Informationsgewinn liefert.
(3) Teile die Daten anhand einer gewdhlten Regel geméfl der Attributwerte von A auf.

(4) Wende den Algorithmus beginnend mit Schritt (1) rekursiv auf die Teilmengen an,

um die nachfolgenden Teilbdume zu erstellen.

Eine schrittweise Anwendung des Algorithmus an einem konkreten Beispiel findet sich im

Abschnitt Material zu den Beispielen 3.3.1 und 3.3.2.

3.1.3.4 Optimierung

Nach dem Training des Entscheidungsbaums kann versucht werden, den erhaltenen Baum
anhand der Validierungsdaten zu optimieren. Je nach Wahl des Abbruchkriteriums kann
eine Uberanpassung des Baums hinsichtlich der Trainingsdaten vorliegen. Das bedeutet, dass
der Baum zu komplex und zu tief geworden ist und somit zu sehr auf die Trainingsdaten

angepasst wurde, anstatt allgemeingiiltige Regeln zu lernen. Um dies zu verhindern, werden

verschiedene Verfahren wie Pruning oder eine Anpassung der Abbruchkriterien verwendet.

Man versucht hierbei, den Baum zu verkleinern und damit die Vorhersagegenauigkeit und die
Interpretierbarkeit des Baums zu verbessern. Beim Pruning werden Knoten bzw. ganze Zweige

entfernt, die keine signifikante Vorhersagegenauigkeit auf den Validierungsdaten bewirken.

3.1.4 Einschatzung der Qualitat des Entscheidungsbaums

Die Testphase ist ein wichtiger Bestandteil des maschinellen Lernens, da sie es ermoglicht, die
allgemeingiiltige Vorhersagegenauigkeit (Giite) des trainierten Modells auf den Testdaten zu

beurteilen.

®



3.1 Fachliche Grundlagen

3.1.4.1 Klassifikation der Testdaten: Genauigkeit, Sensitivitat und Spezifitat

In Abschnitt 3.1.2 wurde bereits die Aufteilung der verfiigbaren Daten in Trainings-, ggf.
Validierungs- und Testdaten dargestellt. Nachdem der Entscheidungsbaum anhand der Trai-
ningsdaten erstellt und ggf. anhand der Validierungsdaten optimiert wurde, kann die Giite
des Modells nun anhand der Testdaten eingeschétzt werden. Da die Testdaten weder zum
Trainieren noch zum Optimieren des Modells herangezogen wurden, ermoglichen diese eine
FEinschétzung der Giite, also der allgemeingiiltigen Vorhersagegenauigkeit des Baums und
stellen sicher, dass dieser nicht iiberangepasst ist. Weiter kénnen anhand der Testdaten auch
die verschiedenen Optimierungen, wie z. B. Pruning oder Anpassung der Abbruchkriterien,
auf ihre Wirkung hin beurteilt werden. Man klassifiziert die Testdaten anhand des erstellten
Entscheidungsbaums und vergleicht deren tatséchliches Label mit dem vorhergesagten bzw.
berechneten Label. Zur Beurteilung der Qualitidt des Baums gibt es verschiedene Giitemafe.
Das wohl giangigste Maf ist dabei der Quotient aus der Anzahl der richtig klassifizierten
Testdaten und der Gesamtzahl der Testdaten, der als Genauigkeit bezeichnet wird. Weitere
giangige Mafle sind die Sensitivitat und die Spezifitat. Falls es nur zwei Label gibt, wird
eines als positiv und eines als negativ identifiziert. Die Sensitivitdt beschreibt, wie gut das
Modell darin ist, tatséchlich positive Félle als solche zu erkennen. Sie wird berechnet, indem
man die Anzahl der richtig erkannten positiven Félle durch die Gesamtzahl der positiven
Félle dividiert. Ein hoherer Wert der Sensitivitat bedeutet, dass das Modell besser darin
ist, positive Félle zu erkennen. Dagegen gibt die Spezifitit an, wie gut das Modell darin ist,
tatsdchlich negative Félle zu erkennen. Sie berechnet sich analog zur Sensitivitdt, indem man
die Anzahl der richtig klassifizierten negativen Félle durch die Gesamtzahl der tatséchlich
negativen Falle dividiert. Je hoher der Wert der Spezifitédt ist, umso besser erkennt das Modell

tatsachlich negative Falle als solche.

3.1.4.2 Konfusionsmatrix

Eine iibersichtliche Darstellung der Klassifikationsergebnisse der Testdaten bietet die Kon-
fusionsmatrix (vgl. Russel & Norvig, 2022, S.728). Sie ist ein Instrument zur Bewertung
der Leistung des erstellten Modells, indem sie die Anzahl der richtig und falsch klassifizierten

Testdaten in Form einer Tabelle anzeigt. Fiir den Fall, dass nur zwei Label vorliegen, ergibt
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sich eine Vier-Felder-Tafel. Im Folgenden wird die Klassifikation von Pilzen gemafl der Label

essbar und giftig betrachtet. Es sind hierbei folgende vier Falle moglich:

1. Richtig positiv: Testdatenpunkt mit Label ,essbar® wird vom Modell als essbar

klassifiziert

2. Falsch positiv: Testdatenpunkt mit Label , giftig® wird vom Modell als essbar klas-

sifiziert

3. Richtig negativ: Testdatenpunkt mit Label , giftig® wird vom Modell als giftig klas-

sifiziert

4. Falsch negativ: Testdatenpunkt mit Label ,essbar” wird vom Modell als giftig klassi-

fiziert

Nach dem Training des Modells wurden die Testdaten, wie in Abbildung 3.12 in der Konfusi-

onsmatrix dargestellt, klassifiziert.

Vorhergesagtes Label

essbar giftig %
I
Q
5 essbhar 241 43 284
=
3}
Ho
2 giftig 3 213 216
®
H
2 244 256 500

Abb. 3.12: Darstellung der Klassifikation der Testdaten in einer Konfusionsmatrix.

Der Konfusionsmatrix kann man entnehmen, dass das trainierte Modell die Pilze sehr gut

klassifiziert. Fiir die Genauigkeit ergibt sich dabei ein Wert von

241 +213 470

=— =94
241+213+43+3 500 %

Fiir die Sensitivitdt und Spezifitdt ergeben sich folgende Werte:

e 241 A 213
Sensitivitiat = YT R 84,9% Spezifitat = 51353

~ 98,6 %



3.1 Fachliche Grundlagen

Man sieht, dass der Wert der Sensitivitdt deutlich kleiner als der Wert der Spezifitit ist
und die Gesamtgenauigkeit mit 94 % sehr hoch ist. Im vorliegenden Fall kénnte man den
geringeren Wert der Sensitivitdt in Kauf nehmen, da es weniger schlimm ist, einen essbaren
Pilz als giftig einzustufen, als umgekehrt. Die Werte fiir Sensitivitdt und Spezifitit sind somit

stark kontextabhangig.

Die Konfusionsmatrix kann durch Anfiigen zusétzlicher Zeilen und Spalten auch bei mehr als

zwei Labeln angewendet werden (s. Abschnitt 3.3.4).

3.1.5 Méoglichkeiten und Grenzen von Entscheidungsbaumen

Der Entscheidungsbaum-Algorithmus ist ein Verfahren des {iberwachten maschinellen Lernens,
das nach Mustern in Daten sucht und daraus ein Modell erstellt. Es eignet sich besonders
gut bei kategorialen und nominalen Daten. Dabei ist zu beachten, dass es sich hierbei um ein
heuristisches Vorgehen (vgl. Russel & Norvig, 2022, S. 732) handelt und es keine Garantie gibt,
dass der ,beste bzw. iberhaupt ,ein guter* Entscheidungsbaum gefunden wird, was mitunter
an der Greedy-Strategie bei der Auswahl des ,besten® Attributs liegt. Entscheidungsbédume
sind nur dann sinnvoll anwendbar, wenn in den Daten Muster vorhanden sind. Liegen keine
oder nur schwache Muster vor, bildet der Algorithmus dennoch einen Entscheidungsbaum.
Aus diesem Grund kommt — wie bei allen Verfahren des maschinellen Lernens — der Testphase
eine grofle Bedeutung zu, in der die Giite und Vorhersagequalitiat des erstellten Modells
iiberpriift wird. Hyperparameter! wie Baumtiefe oder die prozentuale Aufteilung in Trainings-
und Testdaten nehmen starken Einfluss auf den Entscheidungsbaum; kleine Anderungen im

Datensatz kénnen zu einer vollig anderen Struktur des Baums fiihren.

LEin Hyperparameter ist ein Parameter, der vor Beginn des Lernprozesses festgelegt wird. Man kann sich
Hyperparameter wie eine Art ,Drehknopf* vorstellen, dessen eingestellter Wert Auswirkungen auf das

jeweils erstellte Modell hat (vgl. Russel & Norvig (2022)).
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3.2 Didaktische Hinweise / Bezug zum Lehrplan

3.2.1 Einordnung in den Lehrplan

Laut LehrplanPLUS wéhlen die Lehrkréfte als Beispiel fiir einen Algorithmus maschinellen Ler-
nens entweder den Entscheidungsbaum-Algorithmus oder den k-néchste-Nachbarn-Algorithmus
aus. Im Hinblick auf den Entscheidungsbaum-Algorithmus wird die Kompetenzerwartung

noch zwischen der Informatik und der spiat beginnenden Informatik wie folgt unterschieden:

o Informatik 11 (NTG)

Die Schiilerinnen und Schiiler erldutern die Funktionsweise eines ausgewdhlten Algo-
rithmus maschinellen Lernens (k-ndchste-Nachbarn-Algorithmus oder Entscheidungsbaum-

Algorithmus) allgemein und an konkreten Beispielen.

o Spit beginnende Informatik 11 (HG, SG, MuG, SWGQG)

Die Schiilerinnen und Schiiler erlautern die Idee eines ausgewdhlten Algorithmus maschi-
nellen Lernens (k-ndchste-Nachbarn-Algorithmus oder Entscheidungsbaum-Algorithmus)

an konkreten Beispielen.

Der Lehrplan fordert also ein Verstindnis der allgemeinen Funktionsweise (NTG) bzw. der Idee
(spat beginnend) des Entscheidungsbaum-Algorithmus anhand konkreter Beispiele. Dariiber
hinaus erwerben die Schiilerinnen und Schiiler bei der Behandlung des Entscheidungsbaum-

Algorithmus zusétzlich folgende Kompetenzen:

e Die Schiilerinnen und Schiiler analysieren den FEinfluss von Trainingsdaten und Para-
metern auf die Zuverldssigkeit der Ergebnisse eines Verfahrens maschinellen Lernens,

g9f. unter Verwendung eines geeigneten Werkzeugs.

e Die Schiilerinnen und Schiiler nehmen zu ausgewdhlten aktuellen Einsatzmdéglichkeiten
der Kiinstlichen Intelligenz Stellung und bewerten Chancen und Risiken fir Individuum

und Gesellschaft.

Im Einstieg in die Lehrplansequenz (Kapitel 2) haben die Schiilerinnen und Schiiler bereits die
Grundlagen maschinellen Lernens als ein Teilgebiet der Kiinstlichen Intelligenz kennengelernt.

Da es sich beim Entscheidungsbaum-Algorithmus um ein Verfahren des iiberwachten Lernens
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handelt, miissen die Bereitstellung von gelabelten Daten sowie deren Aufteilung in Trainings-,
gef. Validierungs- und Testdaten (s. Abschnitt 3.1.2) im Hinblick auf die Erstellung sowie
das Testen des Entscheidungsbaums thematisiert werden. Unter Verwendung einer geeigneten
Software, wie z. B. Orange (https://orangedatamining.com/; Demsar et al. (2013)), wird
den Schiilerinnen und Schiilern der Einfluss der Trainingsdaten und Parameter, in diesem Fall
die Auswirkungen der Wahl der Abbruchkriterien (s. Abschnitt 3.1.3.2), auf den generierten
Entscheidungsbaum deutlich. Anhand der Konfusionsmatrix (s. Abschnitt 3.1.4.2) kénnen
bereits an dieser Stelle Chancen und Risiken von KI-Systemen angesprochen werden. Eine

zusammenfassende und ausfithrliche Besprechung erfolgt in Kapitel 6.

3.2.2 Durchfiihrung

Die nachfolgenden didaktischen Hinweise beziehen sich auf die Kompetenzerwartungen des
NTG. Fiir diesen Themenbereich werden ca. sechs Unterrichtsstunden, fiir die spéat begin-
nende Informatik ca. vier Unterrichtsstunden vorgeschlagen. Im Abschnitt 3.2.2.8 finden sich
Anmerkungen, an welcher Stelle sich in der spéat beginnenden Informatik Unterschiede in der

Herangehensweise ergeben konnen.

3.2.2.1 Einstieg

Als Einstieg in die Sequenz , Entscheidungsbaum-Algorithmus* bietet es sich an, kurz zu klaren,
was ein Entscheidungsbaum ist bzw. was iiberhaupt in der Informatik unter einem ,,Baum®“
verstanden wird. Falls in der 9. Jahrgangsstufe bei der Behandlung des Kapitels ,,Data Mining“
Entscheidungsbaume bereits betrachtet wurden, bietet es sich an, an dieser Stelle darauf Bezug
zu nehmen. Als weitere Moglichkeit kann auch ein (wissensbasierter) Entscheidungsbaum
betrachtet werden, der etwa von Experten erstellt worden ist. AnschlieSfend wird darauf
iibergeleitet, dass ein Entscheidungsbaum nun selbststéndig anhand von verfiigharen Daten
»gelernt werden soll. An dieser Stelle wird der Begriff ,, gelabelte Daten“ eingefiihrt, anhand
derer Entscheidungsregeln gefunden werden sollen. Diese Handreichung bietet hier zwei
verschiedene Szenarien mit passenden Datensétzen an. Im ersten Szenario (s. Abschnitt 3.3.1)

soll fiir Bewerberinnen und Bewerber entschieden werden, ob sie zum Vorstellungsgespréch
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eingeladen werden. Im zweiten Szenario (s. Abschnitt 3.3.2) sollen Fische als friedlich oder

feindselig erkannt werden?.

3.2.2.2 Trainings- und Testdaten

Es bietet sich an, den Schiilerinnen und Schiilern zunéchst den gesamten gelabelten Datensatz
zu geben. Anhand diesem sollen sie fiir ein oder zwei neue, ungelabelte Daten entscheiden,
welches Label diesen zugeordnet werden soll, also ob sie die Person zum Vorstellungsgesprach
einladen wiirden bzw. ob der betrachtete Fisch friedlich oder feindselig ist. Der Datensatz
sollte den Schiilerinnen und Schiilern entweder ausgedruckt in Form von kleinen Kértchen oder
digital in einem geeigneten Werkzeug wie ExcaliDraw (https://excalidraw.com), MiroBoard
(https://miro.com) oder OneNote bereitgestellt werden, sodass es ihnen moglich ist, die
Daten nach bestimmten Kriterien zu ordnen bzw. zu gruppieren. Dieser handlungsorientierte
Ansatz bietet sich auch anschlieflend bei der Erarbeitung des Entscheidungsbaum-Algorithmus
an. Nachdem die Schiilerinnen und Schiiler (vermutlich unterschiedliche) Vermutungen {iber
das Label der ungelabelten Daten angestellt haben, kann auf die Notwendigkeit von Testdaten
iibergeleitet werden, anhand derer {iberpriift werden kann, ob gefundene Regeln Sinn ergeben
oder nicht. An dieser Stelle sollte auch verdeutlicht werden, dass die Trainingsdaten nicht
zum Testen verwendet werden konnen, da das Modell mit diesen trainiert wurde und somit
weitere gelabelte Daten notwendig sind. Im Anschluss legt man eine festgelegte Anzahl an
Daten beiseite, die spéter zum Testen des entwickelten Modells herangezogen werden; man
teilt den bestehenden Datensatz also in Trainings- und Testdaten auf (s. Abschnitt 3.1.2). Da
der Entscheidungsbaum-Algorithmus fiir die Schiilerinnen und Schiiler gut zu erarbeiten ist,
wurde im Hinblick auf die verfiigbare Unterrichtszeit bewusst entschieden, Validierungsdaten
an dieser Stelle nicht explizit zu betrachten, sondern diese zu einem spéteren Zeitpunkt in der

Sequenz zu thematisieren.

3.2.2.3 Erarbeitung des Entscheidungsbaum-Algorithmus

Nachdem die zur Verfiigung stehenden gelabelten Daten in Trainings- und Testdaten aufgeteilt

wurden, wird mithilfe der Trainingsdaten der Entscheidungsbaum sukzessive erstellt. Wie

2Eine dhnliche Herangehensweise findet sich bei ,AlUnplugged (https://www.aiunplugged.org/) und ,Von

Daten und Baumen® (https://computingeducation.de/proj-it2school/).
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in Abschnitt 3.1.3 dargestellt wurde, ist dabei der Informationsgewinn fiir die Auswahl des
jeweils ,,besten® Attributes entscheidend. Zur Messung des Informationsgewinns stehen die in
Abschnitt 3.1.3.1 dargestellten drei Split-Kriterien zur Verfiigung. Aufgrund der Einfachheit
bietet sich fiir den Unterricht die Fehlklassifikationsrate bzw. die tatsdchlichen Fehlklassi-
fikationen (Anzahl der Fehler®) an, auch wenn diese ungenauer misst als die Entropie und
die Gini-Impurity, wie in Abschnitt 3.1.3.1.4 beschrieben. Bei der Auswahl von Beispielen
muss beriicksichtigt werden, dass die Fehlklassifikationsrate moglicherweise keinen Informati-
onsgewinn misst. Gegebenenfalls muss der Algorithmus so formuliert werden, dass man die
Datenmenge dennoch weiter aufteilt, auch wenn kein Informationsgewinn ermittelt wird. Um
dies zu umgehen, kann der Informationsgewinn auch mit der Gini-Impurity berechnet werden;
die Entropie ist fiir die Schiilerinnen und Schiiler wohl am schwersten verstandlich und scheint
deshalb fiir den Unterricht ungeeignet. An dieser Stelle ist allerdings zu beriicksichtigen, dass
in der Software Orange die Entropie als Mafl verwendet wird und somit moglicherweise ein

anderer Entscheidungsbaum ausgegeben wird als der zuvor per Hand erstellte Baum?.

Nach Auswahl des Splitkriteriums kénnen die Schiilerinnen und Schiiler z. B. unter Verwendung
einer geeigneten tabellarischen Darstellung das ,beste bzw. ,wichtigste* Attribut ermitteln
und die Datenmenge geméf seiner Attributwerte aufteilen. Fiir die erhaltenen Teilmengen
wenden sie die Vorgehensweise rekursiv an, bis jeweils homogene Teilmengen entstehen; dies

ist bei beiden Datensétzen moglich.

Nach Fertigstellung des Entscheidungsbaums bietet es sich an, die Schiilerinnen und Schiiler
den Algorithmus in eigenen Worten formulieren zu lassen. Als Abbruchkriterium wird hier
mit Sicherheit sehr oft genannt werden, dass die Teilmenge ,rein* sein muss. An dieser Stelle
kann man mogliche andere Abbruchkriterien (s. Abschnitt 3.1.3.2) ansprechen, die spéter in

Orange einstellbar sind.

3.2.2.4 Testen und Bewerten

Anhand der Testdaten kann nun die Giite des gefundenen Modells, also die Vorhersagequalitét

eingeschétzt werden. Als iibersichtliche Darstellung der Klassifizierung der Testdaten wird an

3Anstelle der Anzahl der Fehler kann analog auch die Anzahl der , Treffer, also die Zahl der richtig

klassifizierten Daten, betrachtet werden.
4Bei den hier verwendeten Beispielen ist der Entscheidungsbaum, der von Hand mit der Fehlklassifikationsrate

erstellt wird, und der von Orange mit denselben Daten erstellte Entscheidungsbaum identisch.
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dieser Stelle die Konfusionsmatrix (s. Abschnitt 3.1.4.2) eingefiihrt, die den Schiilerinnen und
Schiilern als Vier-Felder-Tafel aus dem Mathematikunterricht bereits bekannt ist. Als Maf3
fiir die Vorhersagequalitéit dient die Genauigkeit (s. Abschnitt 3.1.4.1). Je nach Anwendungs-
fall konnen die unterschiedlichen Auswirkungen der falsch positiven bzw. falsch negativen
Klassifikationen angesprochen und somit auch andere Giitemafle wie z. B. die Sensitivitéat
und Spezifitdt (s. Abschnitt 3.2.2.8) behandelt werden. Den Schiilerinnen und Schiilern sollte
verdeutlicht werden, dass es sich bei der Erstellung von Entscheidungsbdumen um ein rein
heuristisches Vorgehen handelt. Es gibt also keine Garantie, dass der ,beste” oder {iberhaupt
ein , guter” Entscheidungsbaum gefunden wird. Ein Testen des erstellten Modells ist somit

unabdingbar (s. Abschnitt 3.1.5).

3.2.2.5 Einstieg in Orange

Um den Entscheidungsbaum automatisiert zu erstellen und den Einfluss von Trainingsdaten
und Parametern auf die Zuverlassigkeit der Ergebnisse des Entscheidungsbaum-Algorithmus
(Lehrplankompetenzerwartung) untersuchen zu konnen, bietet sich als geeignete Software bei-
spielsweise Orange an. Hervorzuheben ist, dass es sich hierbei um kein didaktisches Werkzeug,
sondern um eine professionelle Machine-Learning-Software handelt. Unter Beriicksichtigung
gewisser Aspekte, wie etwa die Bereitstellung einer kleinschrittigen Anleitung, wird Orange
als geeignetes Werkzeug erachtet, um die im LehrplanPLUS genannten Inhalte zu behandeln.
Analog zum Vorgehen in Abschnitt 3.2.2.3 werden dieselben Daten (s. Abschnitt 3.3.1 bzw.
3.3.2) in Orange importiert, mit denen der Entscheidungsbaum-Algorithmus manuell erarbeitet
wurde. Anhand dieser wird in Orange mit den entsprechenden Widgets (s. Abschnitt 3.2.3) ein
Entscheidungsbaum erstellt. Es sei an dieser Stelle nochmals betont, dass hier je nach Daten
ein anderer Entscheidungsbaum erstellt wird, als dies zuvor per Hand der Fall war, da Orange
mit der Entropie ein anderes Mafl zur Messung des Informationsgewinns verwendet und
dieses (bislang) nicht gedndert werden kann. Da im kleinen Datensatz nur sehr wenige Daten
vorhanden sind, miissen im Widget Tree die moglichen Abbruchkriterien (s. Abschnitt 3.1.3.2)

zunéchst abgewéhlt werden.

Nachdem der Entscheidungsbaum anhand der Trainingsdaten erstellt wurde, wird das ge-
fundene Modell in Orange anhand der Testdaten {iberpriift und die Ergebnisse in einer

Konfusionsmatrix angezeigt.

®
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Mit Hilfe des Widgets Data Sampler konnen im Anschluss alle verfiigbaren Daten nach vorge-
gebenen Kriterien automatisiert in Trainings- und Testdaten aufgeteilt und die Auswirkungen

auf den erstellten Entscheidungsbaum betrachtet werden.

3.2.2.6 GroBer Datensatz in Orange: Einfluss von Hyperparametern

Da die Auswirkungen der verschiedenen einstellbaren Parameter (Aufteilungsrate in Trainings-
daten und Testdaten sowie verschiedene Abbruchkriterien) anhand des kleinen Datensatzes
nicht deutlich werden, gibt es sowohl fiir den Datensatz mit Bewerbungsunterlagen als auch den
Datensatz mit Fischen jeweils eine Variante mit einer deutlich gréfleren Anzahl an gelabelten
Daten, die in Orange genutzt werden kénnen. Anders als bei den zuvor betrachteten kleinen
Datensétzen ist hier eine Zerlegung in vollstdndig homogene Teilmengen nicht méglich. Hier
erkennen die Schiilerinnen und Schiiler, dass durch Variation der Parameterwerte, wie beispiels-
weise die maximale Baumtiefe oder eine Mindestanzahl an Elementen (s. Abschnitt 3.1.3.2),
der Aufbau des Entscheidungsbaums und dessen Vorhersagequalitéit beeinflusst wird. Ebenso
wirken sich unterschiedliche Aufteilungen der gelabelten Daten in Trainings- und Testdaten auf
das Ergebnis aus. An dieser Stelle kann mit den Schiilerinnen und Schiilern des NTG auf den
Finsatz von Validierungsdaten eingegangen werden, um den erhaltenen Entscheidungsbaum

gef. noch zu optimieren.

3.2.2.7 Reflexion und Vertiefung

Am Ende dieser Sequenz sollten Einsatzmoglichkeiten und Grenzen von Entscheidungsbdumen
besprochen und reflektiert werden (s. Abschnitt 3.1.5). Zur Vertiefung wenden die Schiilerinnen

und Schiiler die in dieser Sequenz erworbenen Kompetenzen auf ein neues Szenario®

an.
Dabei erstellen sie automatisiert einen Entscheidungsbaum, beurteilen und interpretieren das

Ergebnis und nehmen Optimierungen durch die Variation von Parameterwerten vor.

5Hierfiir kann der nicht fiir die Erarbeitung des Entscheidungsbaum-Algorithmus genutzte Datensatz aus

Abschnitt 3.3 verwendet werden.
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3.2.2.8 Anmerkungen zur spat beginnenden Informatik

Um eine Idee des Entscheidungsbaum-Algorithmus zu erhalten, geniigt es fiir die Schiilerinnen
und Schiiler der spat beginnenden Informatik, die Auswahl der Wurzel als erstes ,,bestes®
Attribut nachzuvollziehen. Im Gegensatz dazu erstellen die Schiilerinnen und Schiiler des
NTG anhand des kleinen Datensatzes den Entscheidungsbaum weitgehend selbststdndig und
leiten darauf aufbauend den Entscheidungsbaum-Algorithmus ab bzw. formulieren diesen. Auf

die in Abschnitt 3.2.2.7 beschriebene Vertiefung kann fiir die Schiilerinnen und Schiiler der

spéat beginnenden Informatik verzichtet werden.

3.2.3 Orange: Erlauterung der benétigten Widgets

Dieser Abschnitt stellt alle fiir das Erstellen von Entscheidungsbdumen mithilfe der Software
Orange benotigten Widgets kurz vor. Fiir die Handreichung wurde mit der Version 3.34.0 von

Orange gearbeitet.

3.2.3.1 Bereitstellung der Daten

Die gelabelten Daten kénnen am einfachsten in Form einer ¢Sv- oder XLsX-Datei bereitgestellt
werden. Hierbei umfasst die erste Zeile die Namen der Attribute. In den nachfolgenden Zeilen
finden sich dann jeweils die Datenobjekte mit ihren Attributwerten. Fiir den Fischdatensatz

schaut die XLsX-Datei etwa wie folgt aus:

A B C D E
1 Muster Bauchfarbe SchuppenfarlFlossenfarbe Label
2 Ohne Weil3 Orange Gelb feindselig
3 Ohne Weil} Orange Rot feindselig
4 Ohne Schwarz Blau Gelb friedlich
5 Ohne WeiR Blau Gelb friedlich

Abb. 3.13: Ausschnitt aus der XxLsx-Datei fiir den Fischdatensatz.
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3.2.3.2 File und Data Table

Das Widget File wird bené6tigt, um einen Datensatz, der wie
in Abschnitt 3.2.3.1 beschrieben in einer cSv- oder XLsX-Datei D
gespeichert ist, in Orange bereitzustellen. Dazu kann das Wid-
get File via Drag & Drop in den Arbeitsbereich gezogen und File
anschliefend die gewiinschte Datei ausgewéhlt werden. Durch
Abb. 3.14: File-Widget in

einen Rechtsklick auf das Widget kann dessen Bezeichnung
Orange.

gedndert werden.

Es ist aber auch moglich, die ¢sv- oder xLsX-Datei direkt in den Arbeitsbereich zu ziehen;
es wird dann automatisch ein Widget File erstellt. Wurde die Datei richtig geladen, werden
unter File die verfiigharen Spalten angezeigt. Hier ist wichtig, dass noch die Zielvariable

(target), also unser Label festgelegt werden muss:

Columns (Double click to edit)

Mame Type Role Values
1 Muster categorical  feature Chne, Punkte
2 Bauchfarbe categorical  feature Schwarz, Weib
3 Schuppenfarbe categorical  feature Elau, Orange
4 Flossenfarbe categorical  feature Gelb, Rot
5 Label categorical target feindselig, friedlich

Abb. 3.15: Festlegen der Zielvariable im File-Widget.

Das Widget Data Table wird im Grunde nicht benétigt, ist jedoch dennoch niitzlich, um die
geladenen Daten direkt in Orange betrachten zu konnen. Hierfiir wird das Widget Data Table
in den Arbeitsbereich gezogen und anschlieBend mit einer Datenleitung mit dem File-Widget

verbunden:

[ =

File Data Table
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[ Dat = m]
Info Label Muster Bauchfarbe = Schuppenfarbe  Flossenfarbe
pethesl(hafmisingldata) 6 feindselig Punkte Schuwarz Blau Gelb
4 features
Target with 2 values 5 feindselig Punkte Schwarz Blau Rot
No meta attributes. 1 feindselig Ohne Weil Orange Gelb
Variables 7 feindselig Punkte Weil Orange Gelb
@ Show variable labels (if present) 2 feindselig Ohne Weib Orange Rot
[ Visualize numeric values 3 friedlich Ohne Schuwarz Blau Gelb
@ Color by instance classes 4 Ohne Weil Blau Gelo
N 8 friedlich Punkte Weilb Blau Rot
Selection
G friedlich Punite Schwarz Orange Rat
® Select full rows ¢

Abb. 3.16: Das Fenster des Widgets Data Table in Orange.

3.2.3.3 Tree und Tree Viewer

Um einen Entscheidungsbaum aus den geladenen gelabelten Daten (Trainingsdaten) erstellen
zu konnen, bendtigt man das Widget Tree, das mit einer Datenleitung mit dem File-Widget
verbunden wird. Das Widget Tree erstellt zwar das Modell, es wird aber noch kein Entschei-
dungsbaum angezeigt; hierzu ist das Widget Tree Viewer notwendig, das wiederum mit einer
Datenleitung mit Tree verbunden wird. Im Widget Tree kénnen verschiedene Abbruchkri-
terien (s. Abschnitt 3.1.3.2) festlegt werden. Gerade bei sehr kleinen Datensétzen empfiehlt
es sich, alle Optionen abzuwéhlen. Bei groflieren Datensétzen kénnen die Auswirkungen der
unterschiedlichen Wahl der Parameter auf den erstellten Entscheidungsbaum erkundet werden.
Im Widget Tree Viewer empfiehlt es sich, den Haken bei Show details in non-leaves
zu entfernen. Der Baum wird dadurch tibersichtlicher, enthéilt aber dennoch alle benétigten

Informationen.

[

Data Table R —

O,
% ‘—E?
File -
i Model — Tree O Min. number of instances in leaves: sk
[ Do not split subsets smaller than: 5[

O Limit the maximal tree depth to: 4

oo

Parameters
O Induce binary tree

Tree Tree Viewer Tree Ciizion

[ Stop when majority reaches [%]: 90 <
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‘B Tree Viewer - Orange - [m}

Tree
ree ‘T 9 nodes, 5 leaves Schuppenfarbe

D\splay Blau Orange
. ] Muster @ Bauchfarbe ()
i Ohne Punkte Schiwarz Weib
Width: | Bauchfarbe (@) feindselg -
Depth: 6 levels ~ Schwiarz eifs TO5EE
Tree Vi Edge width:  Relative to parent - aan (o

Target class: None ~

[ Show details in non-leaves

?BB | Je B
Abb. 3.17: Die Fenster der Widgets Tree und Tree Viewer in Orange.

3.2.3.4 Predictions und Confusion Matrix

Um das mit dem Widget Tree erstellte Modell testen zu konnen, werden Testdaten benétigt,
die wieder in einem Widget File in Orange geladen werden. Um die beiden File-Widgets

unterscheiden zu kénnen, empfiehlt es sich, diese entsprechend umzubenennen:

O

Data Table

D Data z Model — Tree ;}%

Trainingsdaten

4
qQ

Tree Tree Viewer

N

Testdaten

Abb. 3.18: Laden der Testdaten in Orange.

Die Testdaten sollen nun anhand des erstellten Modells (Widget Tree) klassifiziert werden und
das jeweils vorhergesagte Label mit dem tatséchlichen Label verglichen werden. Hierfiir gibt
es das Widget Predictions, das als Eingaben das Modell und die Testdaten bekommt. Es
zeigt fiir alle Testdaten an, ob diese richtig oder falsch klassifiziert wurden. Mit dem Widget
Confusion Matrix kann die Konfusionsmatrix (s. Abschnitt 3.1.4.2) in Orange erstellt und

angezeigt werden:
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O

£
T
Q Data Table
Model — Tree
Data i
%
. 4 .
Trainingsdaten \ Tree Viewer
Tree )
?
o
K
k)
Evaluation Results v %
Data vien
- xue
Predictions Confusion Matrix
Testdaten
® Predictions - Orange - - o 5 Confusion Matrix - Orange - @
Show probabilities for Classes in data ~ @ Show dlassification errors  Restore Original Order Learners Show: |Number of instances
Tree error Label Muster Bauchfarbe  Schuppenfarbe  Flossenfarbe Tree
i 1 000:100 ~ friedich_ 0000 | Frelen Ohre Schuarz Blau Rot e
2 100:000 — feinds..  0.000 |feindselig Punkte Weit Orange Rot feindselig _friedlich z
3 000:100 - friedich 0000 | iriediich Ohne Schwerz Orange Gelo _ feindselig 1 1 2
4 0003 1.00 — friediich_| 1.000_|feindselig Punkte Schwarz Orange Gelo ‘<§ friedlich 0 3 3
7|5 000100 siesicn 0000 [siedieh Ohne Weit Blau Rot Output s 1 4 s
—— 8 Predictions
8 Show perfomance scores Target class: (Average over classes) v () Probabilities
Model AUC CA Fl Precision Recal
/A al , Select Correct  Select Misclassified Clear Selecti
e ‘ 8 Apply Automatically elect Correct  Select Misclassified - Clear Selection
? x
2B | Hsim Bsiis It.al\iwer}\'s .
— § e ~oolUltsS
Data | vienm
= e
Predictions Confusion Matrix

Abb. 3.19: Die Fenster der Widgets Predicitions und Confusion Matrix in Orange.

3.2.3.5 Data Sampler: Automatische Unterteilung in Trainings- und Testdaten

Orange bietet auch die Moglichkeit, eine Menge an gelabelten Daten automatisch nach
anpassbaren Regeln in Trainings- und Testdaten aufzuteilen. Hierzu wird das Widget Data
Sampler benétigt, das als Eingabe alle gelabelten Daten bekommt; in unserem obigen Beispiel
werden also die Trainings- und Testdaten zu einer Datei zusammengefithrt. Im Data Sampler
kann nun konfiguriert werden, dass ein festgelegter prozentualer Anteil (z.B. 70 %) aller
Daten als Trainingsdaten verwendet werden soll. Die verbliebenen Daten werden als Testdaten
zum Uberpriifen der Giite des erstellten Modells verwendet. Der Data Sampler hat dabei
zwei mogliche Ausgénge: Data Sample, die zufillig ausgewédhlten Daten (z. B. hier 70 % der
Daten), und Remaining Data, die nicht ausgewédhlten Daten. Ist die Option Replicable
(deterministic) sampling nicht ausgewdhlt, werden die Daten nach dem eingestellten

Verhéltnis den Trainings- und Testdaten zuféllig zugewiesen. Die beiden Ausgédnge des Widgets
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Data Sampler miissen nun in geeigneter Weise auf den Datenleitungen, die zum Widget Tree

bzw. zum Widget Predicitions fiithren, ausgewéhlt werden:

O

Q Data Table  Trainingsdaten

Data Sample — Model — Tree
Data
D Data i‘I‘i

=
2 Tree Viewer
Q.
Gelabelte Daten B, Tree o
Data Sampler %//.7 1
%, he)
?é&{ % ?5-
%, (2 2
2 (=3 bt
Evaluation Results v %
v N
- x ne
Predictions

Confusion Matrix

Abb. 3.20: Das Widget Data Sampler in Orange.

Im Widget Data Sampler kann der gewiinschte prozentuale Anteil des Data Sample festgelegt

werden. Durch Klicken auf die ausgehenden Datenleitungen kann gewéhlt werden, ob das

Data Sample oder die Remaining Data weitergeleitet werden soll:

Data Sample — R \ |
Data )

Tree {
@ Edit Links - Orange N

=] F-FEmE ? E “h Data Sample g/a Data
P g -
5 Remaining Data Predictors -
‘ Sampling Type
O Fixed proportion of data: Data Sampler Predictions \
.. | Tree
Data Sa ] 70 % Clear Al OK Cancel
O Fixed sample size |
P Oq;

Instances: 5 . Gsa
_ N
) Sample with replacement 4

Abb. 3.21: Funktionsweise des Data Sampler Widgets in Orange.
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3.3 Material

3.3.1 Bewerbungsunterlagen — Einladung zum Vorstellungsgesprach oder nicht?

J
-~ _ e

[
L

BT i 2
il C e
T § bl XY F_
Scorecard \ L SCorecarg /—’1 i
ALY o
T Mara Kur £y i
- . ' -
o——— [staatsangehbrigkeit deutsch ‘
(Geschlecht W
- - i
Weitere Sprachen 2|
Abschluss nein
Berufserfahrung > 5 Jahre nein

222

Der Datensatz ,,Bewerbungsunterlagen* umfasst folgende Elemente:

(a) Kleiner Datensatz mit 15 gelabelten Trainingsdaten, 5 gelabelten Testdaten sowie einer
ungelabelten Bewerberin, fiir die entschieden werden soll, ob sie zum Bewerbungsgesprach

eingeladen werden soll oder nicht.

— Kopiervorlage mit den Scorecards (kénnen ausgedruckt oder digital bereitgestellt

werden)

— csv-Dateien fiir Trainings-, Testdaten sowie dem gesamten gelabelten Datensatz
(b) Grofler Datensatz mit 5000 gelabelten Daten (inkl. Muster).
— csv-Datei mit dem gesamten gelabelten Datensatz

(c) Arbeitsheft (10 Seiten) zur Umsetzung der Lehrplaninhalte anhand von aufeinander

aufbauenden Arbeitsauftragen.
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Kon Entacheidungsbam- Algorithimus el Entscheidungabaun- Algorithanus Ko Intllgns 11
mingadaten enstell
Der Entscheidungsbaum-Algorithmus

Beschriftete Eingaben Regeln finden. de

erhalten ket Enppen

. / richtig beschiften

| o ’ —

B L) A== ~
| L =il - &\

Trainings- und Testdaten

Erstellen des B i anhand der

Gemit dem Verfahren des iberwachten Lernens wird cin Modell (hicr cin Entscheidungsbaum) ausgelend

3.3.2 Fische — friedlich oder feindselig?

Der Datensatz ,Fische“ umfasst folgende Elemente:

(a) Kleiner Datensatz mit 14 gelabelten Daten, von denen 9 als Trainingsdaten und 5
als Testdaten verwendet werden. Fiir zwei ungelabelte Fische soll mithilfe des Entschei-

dungsbaums das Label vorhergesagt werden.



72 KAPITEL 3  FEntscheidungsbaum-Algorithmus

— Kopiervorlage mit den Fischen (kénnen ausgedruckt oder digital bereitgestellt

werden)

— csv-Dateien fiir Trainings-, Testdaten sowie dem gesamten gelabelten Datensatz
(b) Grofler Datensatz mit 1625 gelabelten Daten (inkl. Muster).
— csv-Datei mit dem gesamten gelabelten Datensatz

(c) Arbeitsheft (10 Seiten) und Foliensatz zur Umsetzung der Lehrplaninhalte anhand

von aufeinander aufbauenden Arbeitsauftragen.

| g i e
BDBBD BB
doana Lo

ellen des

Uberblick (Berechnung des. R

3.3.3 Entscheidungsbaum-Simulator

An der Didaktik der Informatik der Universitdt Passau wurde der Entscheidungsbaum-
Simulator (s. Abbildung 3.22) entwickelt, der sich ebenfalls eignet, Entscheidungsbdume

automatisiert erstellen und testen zu konnen.

Im Gegensatz zu Orange handelt es sich hierbei um eine abgegrenzte Umgebung, die ge-
nau das an Funktionalitdt bietet, was in Bezug auf die im LehrplanPLUS formulierten

Kompetenzen hinsichtlich des Entscheidungsbaum-Algorithmus relevant ist. Weiter kann im
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@ Entscheidungsbaum Simulator - Alpha 0
W3hlen Sie die Trainingsdaten aus:
Offnen C:/Users/fuchs/Documents/Git_Hub_Projekte_Uni_Passau/Simulator_Entscheidungsbaum/Datensaet ”W
Splitkriterium auswihlen | -Hyperparameter Einstellungen Entscheidungsbaum
[Fehlklassifikationsrate  ~| | O Maximale Baumtiefe: 5 © Teildatensitze anzeigen Entscheidungsbaum erstellen
O Reinheit des Knoten: 93 Testmodus aktivieren
@ ver
0 Knotennummer eingeben
. q
- § Daten anzeigen
Sclmppenfﬂrbe Knotennummer:
Daten des Knoten:
Muster Flossenfarbe Bauchfarbe Label
Gelb Punkte Rot Schwarz Friedlich
Chne Rot Weiss Feindselig
b1 Tr. 6 Punkte Gelb Weiss Feindselig
Muster Bauchfarbe Chne Gelb Weiss Feindselig
Punkte Ohne Schwarz Weiss
b2 Friedlich | [ Friedlich | [ Feindsel
; Friedlich Friedlich Feindselig
(£ el 100% 100% 100%
Schwarz Weigs
s\ (Ted
Feindselig Friedlich
100 % 100 %
Didaktik der Informatik - Universitit Passau Tobias Fuchs, Wolfgang Pfeffer

Abb. 3.22: Grafische Oberfliche des Entscheidungsbaum-Simulators.

Entscheidungsbaum-Simulator im Hinblick auf das Split-Kriterium aus den drei Moglichkeiten
Fehlklassifikationsrate, Gini-Impurity und Entropie gewédhlt werden. Eine Festlegung von

verschiedenen Hyperparametern (wie etwa die maximale Baumtiefe oder Reinheit der Knoten)

ist ebenso moglich wie das Anzeigen der Teildatensétze in den jeweiligen Knoten des Baums.

Die aktuelle Version des Entscheidungsbaum-Simulators samt Benutzerhandbuch ist im zur

Handreichung gehoérenden Materialordner verfiigbar.

3.3.4 Aufgabenbeispiel fiir Leistungserhebungen

FEin Streamingdienstanbieter mochte zielgenau fiir unterschiedliche Zielgruppen Werbung
schalten. Um den potentiellen Kunden das passende Abomodell anbieten zu kénnen, muss
er eine Aussage treffen, welches Angebot am besten zu ihnen passt. Dazu erstellt er auf
Basis seiner bisherigen Kundendaten ein Modell, mit dem er mit hoher Wahrscheinlichkeit
vorhersagen kann, welche Art von Abo zukiinftige Kunden abschlieen werden. Der Datensatz

besitzt folgende Merkmale bzw. Merkmalsauspragungen:

e KNr: Ganzzahlige Kundennummer, die fortlaufend durchnummeriert wird und somit

eindeutig ist.
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o Alter: Gibt den Altersbereich des Kunden bzw. der Kundin an (Alt / Jung).
o Anderer Dienst: Gibt an, ob bereits ein anderer Dienst genutzt wird (Ja / Nein).

e Vorliebe: Gibt an, welchen Bereich des Angebots der Kunde bzw. die Kundin am

héufigsten nutzt (Filme / Serien / Sport).

Als Label ist die jeweilige Aboart (Kostenlos, Standard, Premium) gegeben. Im Folgenden

wird ein Ausschnitt aus den verfiigharen Kundendaten betrachtet, die als Trainingsdaten fir

das Modell genutzt werden sollen:

KNr Alter Anderer Dienst Vorliebe Aboart

1 Jung Ja Serien Kostenlos
2 Alt Nein Sport Standard
3 Jung Nein Filme Premium
4 Jung Nein Sport Standard
5 Jung Ja Sport Kostenlos
6 Alt Nein Serien Premium
7 Jung Nein Sport Standard
8 Alt Ja Sport Kostenlos
9 Alt Nein Sport Standard
10 Jung Nein Serien Standard
11 Alt Ja Filme Kostenlos
12 Alt Nein Filme Premium
13 Jung Nein Serien Standard
14 Alt Nein Sport Standard
15 Alt Ja Serien Kostenlos
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1. Der Azubi der IT-Abteilung erstellt anhand der gegebenen Trainingsdaten folgenden

Entscheidungsbaum:

KNr

Il 21 3| 4 5l 6 7 8 9 10 11 12 13 14 15

Y Y A
Standard Standard Premium - Standard Premium Standard

Erkldren Sie, weshalb der obige Entscheidungsbaum kein brauchbares Modell darstellt.

Begriinden Sie zudem, warum das Merkmal KNr generell nicht zur Erstellung eines

Entscheidungsbaums herangezogen werden sollte.

Losungsvorschlag:

o Fiir die Aufteilung der Datenobjekte geméf ihren Attributwerten wurde ein Attribut
verwendet, das fir jedes Datenobjekt einen eindeutigen Wert hat (sehr starkes
Owerfitting). Somit ist in jeder entstandenen Teilmenge nur noch ein einziges

Datenobjekt enthalten.

o Gemafl dem erstellten Modell kénnen keine neuen Datenobjekte, die ja Kunden-

nummern enthalten, die noch nicht vergeben wurden, klassifiziert werden.

o Ziel ist es, Entscheidungsregeln zu finden, sodass die Datenobjekte moglichst
passgenau in Teilmengen Abo Premium, Abo Standard und Abo Kostenlos eingeteilt

werden.

2. Formulieren Sie den Entscheidungsbaum-Algorithmus in Pseudocode.

Losungsvorschlag:

s. Abschnitt 3.1.3.3.

3. Der Entscheidungsbaum-Algorithmus erstellt anhand der gegebenen Trainingsdaten

folgenden Entscheidungsbaum:
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Anderer Dienst @

[ T —

Nein
Vorliebe { b
Serien
Alter

_— Jung
Standard O
100%, 2/2

Abb. 3.23: Anhand der Trainingsdaten erstellter Entscheidungsbaum.

Sport

Standard
100%, 5/5 .

\
o

Begriinden Sie unter Betrachtung des Informationsgewinns, weshalb im rechten Teilbaum

zunéchst das Attribut Vorliebe und nicht das Attribut Alter ausgewéhlt wurde.

Losungsvorschlag:

Man betrachtet fiir die beiden Attribute jeweils den Informationsgewinn. Vor dem
Aufteilen nach einem weiteren Attribut besitzen sieben der zehn Daten das Label
Standard und drei Daten das Label Premium. Wiirde man nicht weiter aufteilen, ergeben
sich drei Fehler in den Klassifikationen. Teilt man die Daten nach dem Attribut Vorliebe
auf, ergibt sich nur noch ein Fehler in den Klassifikationen, teilt man nach dem Attribut
Alter auf, ergeben sich drei Fehler in den Klassifikationen (s. nachfolgende Tabellen).
Somit wird als ,bestes® Attribut fiir den rechten Teilbaum zunédchst das Attribut

Vorliebe ausgewahlt.

Attribut Vorliebe
Attribut Alter
Standard | Premium || Fehler
Standard | Premium || Fehler

Serien 2 1 1
Alt 4 1 1

Sport 5 0 0
Jung 3 2 2

Filme 0 2 0
Summe Fehler: 3

Summe Fehler: 1

4. Ermitteln Sie, welches Abo der folgende Neukunde geméfl dem Modell voraussichtlich

abschliefflen wird:
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Name Alter Anderer Dienst Vorliebe
Kilian Turing Alt Nein Serien
Losungsvorschlag:

Gemafl dem Modell wird der Kunde voraussichtlich ein Premium-Abo abschlief3en.

. Das in Aufgabe 3 gegebene Modell wurde zur Klassifizierung von Testdaten herangezo-
gen. Fiir den Streamingdienstanbieter ist zundchst nur von Interesse, ob das erstellte
Modell zuverlassig ermitteln kann, ob ein Neukunde voraussichtlich ein bezahltes oder
unbezahltes Abo abschlieffend wird, d. h. die Label Standard und Premium werden zu
einem Label Kostenpflichtig zusammengefasst. Das Ergebnis der Klassifizierung der

Testdaten ist in nachfolgender Konfusionsmatrix zu sehen:

Vorhergesagtes Label

Kostenlos Kostenpflichtig )

©
Q
3 Kostenpflichtig 93 85 178
=
8
% Kostenpflichtig 89 81 170
=

b 182 166 348

Bewerten Sie die Konfusionsmatrix und nennen Sie mogliche Griinde, die zu dem

vorliegenden Ergebnis gefithrt haben kénnten.

Losungsvorschlag:

¢ Betrachtet man das Qualitidtsmafl ,,Genauigkeit®, sieht man, dass lediglich 50
Prozent der Testdaten korrekt klassifiziert wurden und somit in etwa genauso viele

wie sich bei einer zufilligen Klassifizierung (33,3 %) ergeben wiirden.

e Das Modell scheint aufgrund der Testdaten also nur eine sehr geringe Vorhersage-

genauigkeit zu besitzen.

7
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o Mogliche Griinde fiir das vorliegende Ergebnis: Zu kleine Anzahl an Trainingsdaten,

Trainingsdaten falsch gewéhlt, generell kein Muster im Verhalten der Kunden

vorhanden etc.

Alternative Aufgabenstellung:

Falls in der Unterrichtssequenz zu Entscheidungsbdumen auch Konfusionsmatrizen
behandelt wurden, die sich nicht auf die Betrachtung von zwei Label beschrédnken, wére

alternativ auch folgende Aufgabenstellung denkbar:

Das ermittelte Modell wurde zur Klassifizierung von Testdaten herangezogen. Das

Ergebnis der Klassifizierung der Testdaten ist in nachfolgender Konfusionsmatrix zu

sehen:

Vorhergesagtes Label

Kostenlos Standard Premium 2,
)
e

S Kostenlos 82 61 57 200
=
3

Z Standard 63 67 51 181
5]
=

Premium 44 51 69 164

X, 189 179 177 545

Bewerten Sie die Konfusionsmatrix und nennen Sie mogliche Griinde, die zu dem

vorliegenden Ergebnis gefithrt haben koénnten.

Losungsvorschlag:

e Betrachtet man das Qualitdtsmafl ,,Genauigkeit”, sieht man, dass lediglich 40
Prozent der Testdaten korrekt klassifiziert wurden und somit nur geringfiigig mehr

als sich voraussichtlich bei einer zufilligen Klassifizierung ergeben wiirden.

o Das Modell scheint aufgrund der Testdaten also nur eine sehr geringe Vorhersage-

genauigkeit zu besitzen.
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e Mogliche Griinde fiir das vorliegende Ergebnis: Zu kleine Anzahl an Trainingsdaten,
Trainingsdaten falsch gewéhlt, generell kein Muster im Verhalten der Kunden

vorhanden etc.

o Es wére auch eine Argumentation denkbar, die die Unterscheidung der Fehlklassifi-
kationen mit einbezieht, also dass beispielsweise bei tatsdchlichem Label Kostenlos

das vorhergesagte Label Standard besser ist als das vorhergesagte Label Premium.
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4.1 Fachliche Grundlagen

4.1.1 Uberblick

Der k-nédchste-Nachbarn-Algorithmus ist ein Verfahren des iiberwachten maschinellen Lernens,
das sowohl zur Klassifizierung als auch zur Regression verwendet werden kann. Zunéchst wird
die Verwendung des k-néchste-Nachbarn-Algorithmus zur Klassifizierung betrachtet. Dazu be-
notigt der Algorithmus gelabelte, also bereits klassifizierte Trainingsdaten. Zur Klassifizierung
eines neuen Datenpunkts P zieht man eine gegebene Anzahl k von Trainingsdatenpunkten
heran, die ihm in Bezug auf seine Merkmalsauspriagungen ,,am dhnlichsten® sind. Man ordnet
ihm diejenige Klasse zu, die unter diesen k& Trainingsdatenpunkten am héufigsten vorkommt
(s. Abschnitt 4.1.2). Um die ,,Ahnlichkeit* bestimmen zu kénnen, bendtigt man Abstands-
mafBe (s. Abschnitt 4.1.3). Dabei miissen die verwendeten Daten haufig zunéchst aufbereitet
werden (s. Abschnitt 4.1.4). In Abschnitt 4.1.5 wird der Lernprozess des k-néchste-Nachbarn-
Algorithmus insgesamt betrachtet. Die Moglichkeiten und Grenzen der Anwendung werden
in Abschnitt 4.1.6 thematisiert. In Abschnitt 4.1.7 erfolgt ein Exkurs zur Verwendung des

k-néchste-Nachbarn-Algorithmus zur Regression.

4.1.2 Grundidee

Zur Veranschaulichung der Grundidee des k-néchste-Nachbarn-Algorithmus werden zunéchst

Daten mit zwei Merkmalen betrachtet.

Im folgenden Beispiel stehen als Trainingsdaten Texte zur Verfiigung, die bereits als eng-
lische (Klasse 1) bzw. deutsche (Klasse 2) Texte gelabelt wurden. Nun soll mithilfe des
k-néachste-Nachbarn-Algorithmus ein neuer Text P anhand der beiden Merkmale durch-
schnittliche Wortlinge und relative Vokalhdufigkeit klassifiziert werden. Da hier lediglich
zwei Merkmale verwendet werden, ldsst sich ein Datenpunkt mit den Merkmalen p; und

po als Punkt (p1 | p2) € R? in einem zweidimensionalen Koordinatensystem interpretieren

(s. Abbildung 4.1).

Anschaulich haben diejenigen Trainingsdatenpunkte, die P in Bezug auf die Merkmalsauspréa-
gungen ,am dhnlichsten® sind, den geringsten Abstand zu P. Diese bezeichnet man als seine

,hachsten Nachbarn®
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Abb. 4.1: Zweidimensionale Darstellung der Datenpunkte.

Um die néchsten Nachbarn von P ermitteln zu kdnnen, muss zunéchst fiir alle Trainingsda-

tenpunkte der jeweilige Abstand zu P bestimmt werden (s. Abbildung 4.2).
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Abb. 4.2: Bestimmung der Abstidnde der Trainingsdatenpunkte zu P.

Aus allen Trainingsdatenpunkten wird nun eine bestimmte Anzahl k ausgewéhlt, die P am
néchsten liegen. Diese werden ,,k niachste Nachbarn“ genannt. Dieses k ist ein Hyperparameter
des Algorithmus, der im Vorfeld festgelegt werden muss. Anschliefend wird P derjenigen
Klasse zugeordnet, die die meisten Trainingsdatenpunkte unter seinen k néchsten Nachbarn
hat. Ist keine eindeutige Entscheidung moglich, muss das Klassifikationsergebnis anhand

weiterer Kriterien bestimmt werden.
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Fiir k =1 wird P die Klasse des nichsten Trainingsdatenpunkts, also die Klasse 1 (Englisch),
zugeordnet (s. Abbildung 4.3).
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Abb. 4.3: Bestimmung der Klasse des neuen Datenpunktes anhand der Klasse des néchsten Trainings-

datenpunktes.

Fir k = 3 wird P die Klasse der Mehrheit der drei ndchsten Nachbarn zugeordnet. Da zwei
Datenpunkte zur Klasse 2 und lediglich einer zur Klasse 1 gehoren, wird P die Klasse 2

(Englisch) zugeordnet (s. Abbildung 4.4).
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Abb. 4.4: Bestimmung der Klasse des neuen Datenpunktes anhand der Klassen der drei nichsten

Trainingsdatenpunkten.
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4.1.3 AbstandsmaBe

Der Abstand der Trainingsdatenpunkte zu dem zu klassifizierenden Datenpunkt P wird durch
die jeweiligen Auspragungen der verwendeten Merkmale bestimmt. Fiir die Berechnung der

Distanz stehen unterschiedliche Abstandsmafle zur Verfligung.

4.1.3.1 Euklidische Distanz

Das géngige AbstandsmaB, das die Schiilerinnen und Schiiler aus dem Mathematikunterricht
kennen, ist die Euklidische Distanz.
Fiir zwei Datenpunkte A(ay | as | ... | an), B(b1 | bo | ... | bn) € R™ mit jeweils n verschiedenen

Merkmalsauspragungen wird der Abstand d(A,B) folgendermaflen berechnet:

Y2,
d=d(A,B) = 4 Zn: (a; — b;)?
i=1

Fiir zwei Merkmale kann dieser grafisch
durch die Lange der Strecke d im Koordina- U by~ as
tensystem veranschaulicht werden (s. Ab-

bildung 4.5). . Al

b1 —aj

Nach dem Satz des Pythagoras ergibt sich:

aq bl X1

d(A.B) = \/(Cll = b1)? + (az — by)?
Abb. 4.5: Euklidische Distanz im RZ2.

4.1.3.2 Manhattan-Distanz

Die Manhattan-Distanz bezieht ihren Namen aus dem Schachbrettmuster des StraBlennetzes
von Manhattan. Will beispielsweise ein Taxifahrer von Punkt A nach Punkt B fahren, kann
er nicht die direkte Verbindungsstrecke wéhlen, die der euklidischen Distanz entspricht,
sondern muss dem Straflenmuster folgen und damit den Manhattan-Abstand zuriicklegen.
Rechnerisch bestimmt man die Manhattan-Distanz zweier Datenpunkte A,B € R", indem man

die Absolutbetriage der Differenzen der jeweiligen Merkmalsauspragungen von A und B aus
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jeder Merkmalsdimension addiert:

x2 A
n
-1
d(AB) = |a; ~ b e B b

i=1 ' |
Fiir zwei Merkmale kann die Berechnung E
des Manhattan-Abstands wiederum gra- las = bol
fisch, wie in Abbildung 4.6, veranschaulicht E
werden. ®

A(ay | a2)
d(A,B) = |ay = b1| + |az — ba| X

Abb. 4.6: Manhattan Distanz im R2.

4.1.3.3 Minkowski-Distanz

Die Minkowski-Distanz ist eine Verallgemeinerung der Euklidischen Distanz (p = 2) und der
Manhattan-Distanz (p = 1). Fiir zwei Datenpunkte A,B € R” und p € N wird der Abstand
d(A,B) folgendermaflen berechnet:

1
n n r
d(A,B) = {| D lai = bilP = (Z ja; - bm’)
i=1 i=1

4.1.3.4 Hamming-Distanz

Die Hamming-Distanz eignet sich fiir Abstandsangaben fiir Punkte mit nicht-numerischen
Merkmalen, wie z. B. Wahrheitswerte oder Zeichenketten. Der Abstand d(A,B) wird in solchen
Fillen wie folgt berechnet:

d(A.B) = )" d(aiby)
i=1

mit

1 falls a; # b;
d(ai,b;) =

0 falls a; = b,'
Beispiele:

1. Abstand zwischen zwei vierdimensionalen Datenpunkten mit boolschen Koordinaten:
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Datenpunkt A Datenpunkt B
ai bi d(ai.b;)
i=1 true true 0
i=2 false true 1
i=3 true false 1
i=4 false false 0

d(A,B)=0+1+1+0=2

2. Abstand zwischen zwei vierdimensionalen Wortern A und B als Maf fiir die Uberein-

stimmung:
Datenpunkt A Datenpunkt B
a; b; d(a;,b;)
i=1 H H 0
i=2 A A 0
i=3 U N 1
i=4 S S 0

d(A,B)=0+0+1+0=1

4.1.4 Normalisierung bzw. Standardisierung von numerischen Daten

Die Berechnung des Abstands zweier Datenpunkte A,B € R" ergibt sich, unabhéngig von der
Wahl des Abstandsmafles, aus der Summe der Teilabstédnde, die sich aus den Unterschieden der
einzelnen Merkmalsauspriagungen a; und b; ergeben. Dies fiihrt je nach Anwendungsszenario
dazu, dass Groflien mit unterschiedlichen Einheiten, z. B. durchschnittliche Wortldnge und
relative Vokalhiufigkeit (s. Abbildung 4.2), addiert werden miissen — ,man addiert Apfel und

Birnen*

Beispiel (Berechnung von Abstinden bei unterschiedlichen Gréflen)

Anhand der Merkmale Korpergewicht, Korpergrofie und Kdérperfettanteil soll klassifiziert

werden, ob eine Person ménnlich oder weiblich ist. Dazu wird der Abstand der Daten-
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punkte X und Y berechnet. Fiir die Abstandsberechnung wird die Manhattan-Distanz

angewendet.
Datenpunkt A Datenpunkt B
Merkmal a; b; la; — b;|
Korpergewicht 75 kg 62 kg 13kg
Koérpergrofie 185 cm 171 cm 14 cm
Korperfettanteil 0,13 0,32 0,19

d(A,B) = 13kg+ 14cm + 0,19 = ?

Die Skalierung der einzelnen Merkmale hat einen entscheidenden Einfluss auf die Abstandsbe-

rechnung. Werden zur Klassifizierung Merkmale herangezogen, deren Auspragungsbereiche

sich erheblich voneinander unterscheiden, beeinflussen sich Distanzen der Datenpunkte unter-

schiedlich und kénnen somit das Klassifizierungsergebnis beeintréchtigen.

Beispiel (Einfluss von Gréfien bei der Abstandsberechnung)

Zur Klassifizierung von Sprachen werden die Merkmale relative Vokalhdufigkeit (m1) und

durchschnittliche Wortlinge (mg) verwendet (s. Abschnitt 4.1.2). Wéhrend die Werte fiir

my zwischen 0 und 1 liegen, kdnnen die Werte fiir mg theoretisch beliebig grofi werden.

Betrachtet man den Abstand zweier Datenpunkte (Texte) A und B unter Verwendung

der euklidischen Distanz, ergibt sich:

Datenpunkt A Datenpunkt B
Merkmal a; b; (ai — b;)?
mp 0,34 0,38 0,042 = 0,0016
mao 6,21 4,98 1,232 = 1,5129

d(A,B) =+0,0016 + 1,5129 = 1,2307




®
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Das Merkmal relative Vokalhdufigkeit tragt also sehr wenig zum Abstand der beiden

Datenpunkte bei und ist somit kaum fir die Klassifizierung relevant.

Zur Losung dieser Probleme miissen die verwendeten Daten normalisiert werden.

4.1.4.1 Min-Max-Normalisierung

Bei der Min-Max-Normalisierung werden alle auftretenden Merkmalsauspriagungen auf das
Intervall [0; 1] abgebildet. Fiir ein Merkmal m wird dazu der grofite (max,,) und der kleinste
(min,,) in den Trainingsdaten vorkommende Wert aller Merkmalsauspragungen ermittelt.

Anschlieflend wird jede Merkmalsauspragung x,, mit folgender Formel zu %,, normalisiert:

- X — Min,,

mMax,, —min,,

Durch die Abbildung auf das Intervall [0; 1] fallen unterschiedliche Skalierungen der Merkmale
nicht mehr ins Gewicht. Aulerdem wird das Problem der Gréflien mit unterschiedlichen
FEinheiten behoben. Einheiten spielen keine Rolle mehr, da es sich bei der normalisierten
Grofle X, um ein relatives Mafl handelt. Problematisch ist die Min-Max-Normalisierung, falls
es in den Trainingsdaten extreme Ausreifler bei einigen Merkmalsauspragungen gibt. Dies
fiihrt dazu, dass der Grofiteil der Daten in ein sehr kleines Teilintervall von [0; 1] abgebildet
wird, was dazu fihren kann, dass solche Merkmale bei der Abstandsberechnung kaum ins

Gewicht fallen (Ertel, 2021, S. 228).

4.1.4.2 Standardisierung / Z-Score-Normalisierung

Die Standardisierung 16st das Problem der extremen Ausreifler. Hierzu werden fiir ein Merkmal
m zunéchst der Mittelwert u,, all seiner Auspragungen x,, und die dazugehorige Standardab-
weichung o, bestimmt. Anschlieflend wird jede Merkmalsauspriagung x,, mit folgender Formel

zu X,, normalisiert:
Xm — Mm
Om

Xm =

Das standardisierte Merkmal hat damit den Mittelwert 0 und die Standardabweichung 1. Die
Werte fiir %, schwanken nun um 0 und kénnen somit auch negativ werden, was jedoch i. A.

unproblematisch ist. Auch hier ist die Problematik der unterschiedlichen Einheiten behoben.
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Im Gegensatz zur Min-Max-Normalisierung liegen die normalisierten Merkmalsauspriagungen
nicht in einem fest definierten Intervall, das Problem der unterschiedlichen Skalierung wird

dennoch behoben (Ertel, 2021, S. 228).

4.1.5 Der Lernprozess des k-nachste-Nachbarn-Algorithmus

Bevor ein KI-System unter Verwendung des k-néchste-Nachbarn-Algorithmus neue ungelabelte

Daten zuverléssig klassifizieren kann, muss es verschiedene Phasen durchlaufen:

Phase 0: Vorbereitung des Lernprozesses

Phase 1: Training des Modells

e Phase 2: Automatisierte Bestimmung des optimalen Werts fiir k

Phase 3: Testen des Modells

4.1.5.1 Phase 0: Vorbereitung des Lernprozesses

Bevor mit dem Training des Modells begonnen werden kann, miissen zunéchst einige Vorbe-

reitungen getroffen werden:

1. Bereitstellung und Aufteilung bereits gelabelter Daten

Als Verfahren des iberwachten maschinellen Lernens miissen zunéchst gelabelte Daten
zur Verfiigung gestellt werden, mit deren Hilfe ein neuer Datenpunkt anhand des in
Abschnitt 4.1.2 beschriebenen Verfahrens klassifiziert werden kann. Da fiir die weiteren
Phasen des Lernprozesses jeweils eigene Datensétze benotigt werden, miissen die verfiig-

baren gelabelten Daten aufgeteilt werden.

Die Trainingsdaten werden dazu verwendet, einen neuen Datenpunkt anhand des in
Abschnitt 4.1.2 beschriebenen Verfahrens zu klassifizieren. Die Validierungsdaten werden
zur Optimierung des Modells, insbesondere zur automatisierten Bestimmung des opti-
malen Werts fiir den Hyperparameter k benotigt (s. Abschnitt 4.1.5.3). Die Testdaten
verwendet man, um die Zuverléssigkeit des trainierten und optimierten Modells zu

testen.
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2. Festlegung des Hyperparameters k

Der Hyperparameter k legt fest, wie viele der nidchsten Nachbarn zur Klassifizierung
eines neuen Datenpunktes herangezogen werden. Da die Klassifizierung durch eine
Mehrheitsentscheidung unter den néchsten Nachbarn erfolgt (s. Abschnitt 4.1.2) und ein
Gleichstand dies verhindert, sollte zumindest bei der Verwendung von zwei Klassen ein
ungerader Wert fiir & gewahlt werden. Um jedoch das bestmdogliche Klassifizierungsergeb-
nisse zu erzielen, empfiehlt es sich, k automatisiert mithilfe eines Optimierungsverfahrens
zu bestimmen (s. Abschnitt 4.1.5.3). Ansonsten kénnen ungiinstig gewéhlte Werte fiir
k zu Problemen bei der Klassifizierung fithren (s. Beispiel zur Klassifizierung von

Schwertlilien in Abschnitt 4.1.6.2).

4.1.5.2 Phase 1: Training des Modells

Die Trainingsphase des k-nichste-Nachbarn-Algorithmus beschriankt sich auf das Bereitstellen
und Laden der Trainingsdaten. Da das Modell mit diesem einfachen Schritt bereits ,trainiert®
ist, zdhlt man den k-néchste-Nachbarn-Algorithmus zu den Verfahren des ,,Lazy Learning*

(faulen Lernens).

4.1.5.3 Phase 2: Automatisierte Bestimmung des ,,optimalen® Werts fiir k

4.1.5.3.1 Phase 2 mithilfe von Validierungsdaten

Der ,,optimale” Wert fiir den Hyperparameter k kann mithilfe der Validierungsdaten automa-

tisiert bestimmt werden. Dieser Wert wird anhand des folgenden Verfahrens bestimmt:

Fiir alle Validierungsdatenpunkte V;:
Klassifiziere V; anhand des k-néchste-Nachbarn-Algorithmus fiir k € {1;2;. .. kpax}'-

Notiere fiir alle k-Werte, ob das Klassifizierungsergebnis von V; korrekt ist, also mit

dem Label iibereinstimmt.

Waéhle fiir k einen Wert, bei dem die Klassifizierungsergebnisse am haufigsten

korrekt sind.

IDer Wert kmax sollte deutlich kleiner als die Machtigkeit der kleinsten Klasse der Trainingsdaten sein.
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Beispiel (Bestimmung des ,,optimalen* k mithilfe von Validierungsdaten)

In diesem Beispiel werden zwei Klassen betrachtet, weshalb lediglich ungerade Werte fiir

k in Betracht

ndchste-Nachbarn-Algorithmus

gezogen werden. Der blau gelabelte Validierungsdatenpunkt V; wird fir

verschiedene Werte von k klassifiziert (s. Abbildung 4.7).
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Abb. 4.7: Klassifizierung des Validierungsdatenpunkts V; fir k = 1,3,5.

Ergebnis nach dem ersten Durchlauf von Schritt 1:

k=1

k=3

k=5

Vi

falsch

korrekt

korrekt

Erhélt man nach der Klassifizierung weiterer Datenpunkte (nicht in der Abbildung dar-

gestellt) die folgenden Ergebnisse, wird k = 3 als optimaler Wert fiir den Hyperparameter

k gewéhlt.

k=1 k=3 k=5
Vi falsch | korrekt | korrekt
Vs korrekt | korrekt | korrekt
Vs falsch | korrekt | falsch
Anzahl korrekt 1 3 2
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4.1.5.3.2 Phase 2 mithilfe der Kreuzvalidierung

Die Aufteilung der gelabelten Daten in drei disjunkte Datenmengen (s. Abschnitt 4.1.5.1) hat
den Nachteil, dass die Validierungsdaten nach der Bestimmung des ,,optimalen“ Werts fir k
nicht mehr weiterverwendet werden kénnen. Im Rahmen der Kreuzvalidierung (engl. cross-
validation) kann jedoch erreicht werden, dass auch die Validierungsdaten als Trainingsdaten

zur Verfiigung stehen.

Anstelle von drei Datenmengen werden die gelabelten Daten hierbei zunéchst in zwei Daten-
mengen X und Y aufgeteilt, wobei Y, wie bisher, die Testdaten bildet. Die Datenmenge X
wird nun in j € N gleich grofie Teilmengen X1, Xo, ..., X; aufgeteilt. In Abbildung 4.8 ist eine

solche Aufteilung fiir j = 4 zu sehen.

Xl X2 X3 X4

Abb. 4.8: Beispielhafte Aufteilung der gelabelten Daten fir j = 4.

Nun wird in mehreren Iterationen jede Teilmenge X; einmal als Validierungsdatensatz ver-
wendet, die tibrigen Datensétze aus X bilden zusammen die Trainingsdaten. Enthalt jedes X;
genau einen Datenpunkt, so spricht man vom Leave-One-Out-Verfahren. Dazu wird das

bisherige Verfahren angepasst:

Fiir alle Trainingsdatenpunkte X;:
Klassifiziere X; anhand des k-néchste-Nachbarn-Algorithmus fir k € {1;2;...; kmax}-

Notiere fiir alle k-Werte, ob das Klassifizierungsergebnis von X; korrekt ist, also mit

dem Label ibereinstimmt.
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Waéhle fiir k einen Wert, bei dem die Klassifizierungsergebnisse am hiufigsten

korrekt sind.

Beispiel (Bestimmung des ,,optimalen® k mithilfe von Leave-One-Out)

Anhand der in Abbildung 4.9 dargestellten Datenmenge soll das Leave-One-Out-Verfahren
demonstriert werden. Da die Klassifizierung in eine von zwei Klassen erfolgen soll, kommen

lediglich ungerade Werte fiir k£ in Betracht.
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Abb. 4.9: Ausgangssituation des Leave-One-Out-Verfahrens.

Dazu wird zunédchst der Datenpunkt X; (rotes Label) zuféllig als Validierungsdatenpunkt

ausgewahlt und anhand der iibrigen Datenpunkte klassifiziert (s. Abbildung 4.10).
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Abb. 4.10: Visualisierung der Klassifizierung von X; fiir k = 1,3,5 nach dem Leave-One-Out-

Verfahren.



4.1 Fachliche Grundlagen 95

Ergebnis nach dem ersten Durchlauf von Schritt 1:

k:l k:3 k:5

Xi falsch falsch korrekt

Anschlieflend wird X» (blaues Label) aus den Trainingsdaten als Validierungsdaten-
punkt ausgewahlt und mithilfe aller {ibrigen Punkte aus den Trainingsdaten klassifiziert

(s. Abbildung 4.11).
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Abb. 4.11: Visualisierung der Klassifizierung von Xs fiir k = 1,3,5 nach dem Leave-One-Out-

Verfahren.

Die Ergebnistabelle erweitert sich somit um eine Zeile:

X1 falsch falsch korrekt
X9 falsch korrekt korrekt

Dieses Vorgehen wird nun fiir die restlichen Datenpunkte durchgefiihrt. Anschliefflend
wird, wie in Abschnitt 4.1.5.3.1, der Wert fiir k gewahlt, der am haufigsten zu einer

korrekten Klassifizierung fiihrt.
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4.1.5.4 Phase 3: Testen des Modells

In dieser Phase wird iberpriift, ob das in den vorangegangenen Phasen erstellte Modell
auch ,unbekannte* Daten zuverldssig klassifizieren kann. Dazu ist es erforderlich, dass die
bereitgestellten Testdaten nicht bereits in den Trainings- oder Validierungsdaten verwendet

wurden.

Die Qualitat bzw. Zuverléssigkeit der Klassifizierung kann anhand verschiedener Giitemafle
(s. Entscheidungsbaum, Abschnitt 3.1.4.1) bewertet werden. Mithilfe einer Konfusionsmatrix
konnen die Ergebnisse der Klassifizierung der Testdaten veranschaulicht werden (s. Entschei-
dungsbaum, Abschnitt 3.1.4.2). Sofern das Modell in dieser Phase zuverldssige Ergebnisse

liefert, kann es zur Klassifizierung ungelabelter Daten verwendet werden.

4.1.6 Einflussfaktoren und Grenzen

Da der k-néchste-Nachbarn-Algorithmus ein Verfahren des iiberwachten maschinellen Lernens
ist, hdngt sein Erfolg von den verwendeten Trainingsdaten ab. Ein Vorteil gegeniiber anderen
Verfahren liegt darin, dass die Trainingsphase, die lediglich aus der Bereitstellung der Trai-
ningsdaten besteht, nicht aufwendig ist. Da bei der Klassifizierung jedoch der Abstand zu
jedem Trainingsdatenpunkt berechnet wird, wéchst der Rechenaufwand linear mit der Grofle
des Trainingsdatensatzes. Fiir die Klassifizierung mit n Trainingsdatenpunkten betrigt die
Laufzeit des Algorithmus O(n) (Russel & Norvig, 2012, S.858f). Dariiber hinaus kann die

Beschaffenheit der Trainingsdaten die Zuverlédssigkeit der Ergebnisse beeinflussen.

4.1.6.1 Grenzen aufgrund der Beschaffenheit der Daten

Je mehr Dimensionen verwendet werden, desto unzuverlassiger konnen die Klassifikationser-
gebnisse werden, d. h. mit zunehmender Dimensionalitidt d des Merkmalsraums werden die
Unterschiede zwischen der maximalen gemessenen Distanz (Dpax) und der minimalen gemes-
senen Distanz (D) zweier beliebiger d-dimensionaler Datenpunkte geringer. Es lasst sich
zeigen, dass sogar eine Konvergenz vorliegt: Dy 4o, D nax. Folglich haben zwei beliebige
Datenpunkte jeweils nahezu die gleiche Distanz. Da der k-néchste-Nachbarn-Algorithmus

jedoch auf der Abstandsberechnung basiert, kann er nicht mehr zuverldssig klassifizieren. Man
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spricht in diesem Zusammenhang vom Fluch der Dimensionalitdat (Russel & Norvig, 2012,

S.8581).

Eine weitere Grenze des Modells ist in der Korrelation der Merkmale zu finden. Korrelieren die
Merkmale der Daten nicht bzw. nur schwach, fiihrt der Algorithmus zwar eine Klassifizierung
durch, diese ist jedoch nicht zuverlissig. Das Testen des Modells (s. Abschnitt 4.1.5.4) ist

deshalb von besonders hoher Bedeutung.

Eine ungleichméfige Verteilung der Trainingsdaten, in der eine oder mehrere Klassen iiber-
repréasentiert sind, fiihrt ebenfalls zu unzuverlassigen Ergebnissen. Insbesondere fiir grofiere
Werte fiir den Hyperparameter k£ wird ein neuer Datenpunkt mit einer héheren Wahrschein-
lichkeit einer der dominierenden Klassen zugeordnet, da deren Datenpunkte hdufiger unter
den k néchsten Nachbarn vertreten sind. Bestehen die Trainingsdaten beispielsweise aus elf
blauen und lediglich zwei roten Trainingsdatenpunkten (s. Abbildung 4.12), wird ein neuer

Datenpunkt unabhéngig von seiner Lage fiir k > 4 immer als blau klassifiziert.
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Abb. 4.12: UngleichméBige Verteilung der Trainingsdaten auf einzelne Klassen.

Folglich sollte auf eine moglichst ausgewogene Verteilung der Trainingsdaten auf die einzelnen
Klassen geachtet werden. Insbesondere ist es wichtig, dass k deutlich kleiner als die Méchtigkeit

der kleinsten in den Trainingsdaten vertretenen Klasse ist.

Ein Datenpunkt kann dariiber hinaus durch Trainingsdaten falsch klassifiziert werden, wenn
diese nicht die Gesamtheit der Daten widerspiegeln. Bestehen bei der Sprachenerkennung die

Trainingsdaten einer Sprache beispielsweise nur aus Textabschnitten eines einzigen Buchs, so
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reprasentieren diese den Stil und den Sprachgebrauch des Autors, was zu Problemen bei der

Klassifizierung anderer Texte fithren kann.

4.1.6.2 Grenzen in Bezug auf den Hyperparameter k

Abgesehen von Problemen bei der Beschaffenheit der Daten kann die Wahl des Hyperpara-
meters k die Zuverldssigkeit der Klassifizierung beeintrachtigen. Wird & zu klein gewéhlt,
werden nur wenige Trainingsdatenpunkte zur Klassifizierung herangezogen, sodass Ausreifler
das Ergebnis stark beeinflussen und somit verfdlschen kénnen. Man spricht in diesem Fall von

Uberanpassung (overfitting).

Das folgende Beispiel basiert auf den Irisdaten (Fisher, 1936), einer bekannten Datenmenge,
mit der man Schwertlilien anhand von Eigenschaften ihrer Blitter einer von drei Arten (Iris
setosa, Iris virginica oder Iris versicolor) zuordnen kann. In Abbildung 4.13 wurden die Da-
tenpunkte unter Verwendung der beiden Merkmale , Kelchblattlange“ und ,,Kelchblattbreite®
dargestellt. Zusétzlich wurde die Decision Surface fiir k = 1 farblich hervorgehoben. Eine
Decision Surface veranschaulicht fiir jeden beliebigen Punkt im Merkmalsraum die jeweiligen
Klassifizierungsergebnisse als unterschiedliche Bereiche in Abhéngigkeit von k (Herbold, 2022).

Ein Datenpunkt, der im violetten Bereich liegt, wiirde beispielsweise als Iris setosa klassifiziert

werden.
459 setosa .
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Abb. 4.13: Decision Surface fur £ = 1.
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In der Decision Surface fiir k = 1 (s. Abbildung 4.13) wurden zwei Bereiche (durch Pfeile)

hervorgehoben, in denen jeweils ein Ausreifier einen Bereich der Decision Surface erzeugt, in

dem man ein anderes Klassifizierungsergebnis erwarten wiirde. Durch das zu klein gewéhlte

k kommt es zu einer Uberanpassung, die das Klassifizierungsergebnis verfilschen kann. In

Abbildung 4.14 sieht man (durch einen Pfeil hervorgehoben), dass fiir ein grofl gewéhltes k

(hier k = 20) ein einzelner griiner Bereich innerhalb des sonst ausschliefllich gelben Bereichs

entstanden ist. Da in diesem Bereich kein einziger griiner Datenpunkt enthalten ist, wird

die Klassifizierung hauptséchlich durch weiter entfernt liegende Punkte bestimmt. Auch sehr

grofle k-Werte konnen also die Zuverldssigkeit beeintrachtigen.
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Abb. 4.14: Decision Surface fir k& = 20.

Folglich sollte der Wert fiir k& moglichst automatisiert bestimmt (s. Abschnitt 4.1.5.3) und die

Zuverlassigkeit des Modells anhand von Testdaten {iberpriift werden.

4.1.7 Exkurs: Regression mithilfe des k-nachste-Nachbarn-Algorithmus

Waéhrend bei der Klassifizierung einem Datenpunkt anhand seiner Merkmale eine Klasse zuge-

ordnet wird, erfolgt bei einer Regression die Zuweisung einer reellen Zahl. Ausgehend von den

Merkmalen (unabhéngige Variablen) kann die Ausprigung eines davon abhingigen Merkmals

(abhéngige Variable) berechnet werden. Die abhéingige Variable eines neuen Datenpunkts P
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kann nach der folgenden Vorgehensweise mithilfe des k-néchste-Nachbarn-Algorithmus ermit-

telt werden:

1. Bestimme die k nédchsten Nachbarn, die in Bezug auf die unabhingigen Variablen den

geringsten Abstand zu P haben.
2. Berechne das arithmetische Mittel der Werte der abhéngigen Variablen dieser Nachbarn.

3. Weise der abhéngigen Variablen von P den Wert des arithmetischen Mittels zu.

Das folgende Beispiel verwendet zwei Variablen, die unabhéngige Variable x und abhéngige
Variable y. Von Datenpunkt P ist lediglich die x-Koordinate mit x = 4 bekannt. Anhand der
Trainingsdatenpunkte (blau markiert) soll der Wert der y-Koordinate mithilfe des k-néchste-
Nachbarn-Algorithmus berechnet werden (s. Abbildung 4.15).

y y
E(4,5 | 4,5)
A .
G(6,5]4)
4+ : R
P(417)
HRY
3 1 R : .
D(312,5)
®
B(1]2) : F(55]2)
24+ ® : °®
C(211,5) :
°®
A(0,5]1)
14+ @
? ? ? - ? ? >
1 2 3 4 5 6 x

Abb. 4.15: Beispiel fiir eine Regression mit dem k-néchste-Nachbarn-Algorithmus.

Fir £k =1 ist E(4,5 | 4,5) der néchste Nachbar. Da nur ein Datenpunkt verwendet wird,

entspricht das arithmetische Mittel der y-Koordinate von E. P wird also y = 4,5 zugeordnet
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(s. Abbildung 4.16). Der Funktionsgraph (grau dargestellt) zeigt das Ergebnis der Regression

fir alle x-Koordinaten:

y A
E(4,5 | 4,5)
P(4]45) &—@
G(6,5 | 4)
44 ®
3 0 R : .
D(3]2.5)
o : ~
B(1]2) : F(5,5]2)
2+ ® : ®
c(2]1,5) :
®
A(05]1)
14-o
? ? ? T ? ? >
1 2 3 4 5 6 x

Abb. 4.16: Regression fiir k = 1.

Fiir k = 2 sind die Punkte E(4,5 | 4,5) und D(3 | 2,5) die drei nichsten Nachbarn (s. Abbil-

dung 4.17). Fiir die y-Koordinate von P ergibt sich:

_YEt+Yyp _45+25

= 3,5
yp 5 B)

Fiir k = 3 sind die Punkte E(4,5 | 4,5), D(3 | 2,5) und F (5,5 | 2) die beiden néichsten Nachbarn
(s. Abbildung 4.18). Fiir die y-Koordinate von P ergibt sich:

_YE+Yp+YFr 45+25+2

3 3

yp 3

Ein typisches Anwendungsbeispiel fiir eine Regression ist die Vorhersage von Hauspreisen

anhand von Merkmalen, wie z. B. der Wohnfléche, des Baujahrs und der Anzahl an Zimmern.
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y r
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Abb. 4.17: Regression fur k = 2.
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Abb. 4.18: Regression fir k = 3.
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4.2 Didaktische Hinweise / Bezug zum Lehrplan

4.2.1 Einordnung in den Lehrplan

Geméf LehrplanPLUS wihlen die Lehrkréfte als Beispiel fiir einen Algorithmus maschinel-
len Lernens entweder den Entscheidungsbaum-Algorithmus oder den k-néchste-Nachbarn-
Algorithmus aus. Im Hinblick auf den Entscheidungsbaum-Algorithmus wird die Kompeten-
zerwartung noch zwischen der Informatik und der spét beginnenden Informatik wie folgt

unterschieden:

o Informatik 11 (NTG)

Die Schiilerinnen und Schiiler erlautern die Funktionsweise eines ausgewdhlten Algo-
rithmus maschinellen Lernens (k-ndchste-Nachbarn-Algorithmus oder Entscheidungsbaum-

Algorithmus) allgemein und an konkreten Beispielen.

o Spit beginnende Informatik 11 (HG, SG, MuG, SWG)

Die Schiilerinnen und Schiler erldutern die Idee eines ausgewdhlten Algorithmus maschi-
nellen Lernens (k-néchste-Nachbarn-Algorithmus oder Entscheidungsbaum-Algorithmus)

an konkreten Beispielen.

Der Lehrplan fordert also ein Verstdndnis der allgemeinen Funktionsweise (NTG) bzw. der Idee
(spat beginnend) des k-néchste-Nachbarn-Algorithmus anhand konkreter Beispiele. Dariiber
hinaus erwerben die Schiilerinnen und Schiiler bei der Behandlung des k-néchste-Nachbarn-

Algorithmus zuséatzlich folgende Kompetenz:

Die Schiilerinnen und Schiiler analysieren den Einfluss von Trainingsdaten und Para-
metern auf die Zuverldssigkeit der Ergebnisse eines Verfahrens maschinellen Lernens,

ggf. unter Verwendung eines geeigneten Werkzeugs.

Die Bedeutung der Beschaffenheit gelabelter Daten (s. Abschnitt 4.1.6) stellt eine Grundlage
bei der Arbeit mit dem k-néchste-Nachbarn-Algorithmus dar. In diesem Zusammenhang
kann auch deren Verwendung zu unterschiedlichen Zwecken (Trainings-, Validierungs- und
Testdaten) an geeigneter Stelle thematisiert werden. Der Hyperparameter k ist fiir die Qualitét

der Klassifizierungsergebnisse zentral und sollte entsprechend behandelt werden. Neben dem
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Aufzeigen moglicher Probleme (s. Abschnitt 4.1.6) sollte auch auf ein Optimierungsverfahren
fiir k eingegangen werden. Dies kann mit dem ,,Demonstrator fiir maschinelles Lernen® simuliert
werden. Dieses Werkzeug eignet sich sowohl zur Demonstration der Funktionsweise des k-
néchste-Nachbarn-Algorithmus als auch zur Analyse der Zuverléssigkeit der Klassifizierung.
Neben der manuellen Festlegung verschiedener k-Werte beinhaltet der Demonstrator mit dem
Leave-One-Out-Verfahren (s. Abschnitt 4.1.5.3.2) ein Verfahren zur Berechnung des optimalen

Werts fur k.

4.2.2 Durchfiithrung

Die nachfolgenden didaktischen Hinweise beziehen sich auf die Kompetenzerwartungen des
NTG. Fiir diesen Themenbereich werden ca. sechs Unterrichtsstunden, fiir die spét begin-
nende Informatik ca. vier Unterrichtsstunden vorgeschlagen. Im Abschnitt 4.2.2.7 sind die
Stellen aufgefiihrt, an denen sich in der spét beginnenden Informatik Unterschiede in der

Herangehensweise ergeben koénnen.

4.2.2.1 Einstieg

Als Einstieg in die Sequenz bietet es sich an, die Schiilerinnen und Schiiler die Grundidee des

k-néchste-Nachbarn-Algorithmus intuitiv erleben zu lassen.

Es wird vorgeschlagen, dazu das Anwendungsbeispiel der Sprachenerkennung von Texten zu
verwenden. Anhand von Beispieltexten verschiedener Sprachen, die digital oder als Arbeits-
blatt zur Verfigung gestellt werden (s. Abschnitt 4.3.1.1), identifizieren die Schiilerinnen und
Schiiler Merkmale, anhand derer man einem Text eine Sprache zuordnen kénnte. Dabei wird
angenommen, dass Texte, die in derselben Sprache verfasst sind, dhnliche Merkmalsauspragun-
gen besitzen. Zur besseren Veranschaulichung erfolgt eine Fokussierung auf zwei Merkmale,
um die Datenpunkte in einem zweidimensionalen Koordinatensystem darstellen zu kénnen.
Dies erfolgt im vorliegenden Vorschlag mit den beiden Merkmalen relative Vokalhdufigkeit

und durchschnittliche Wortlinge.

Tragen die Schiilerinnen und Schiiler Datenpunkte, die Texte einer Sprache représentieren, in
ein zweidimensionales Koordinatensystem ein, wird die Ahnlichkeit von zwei Datenpunkten

aus ihren Abstédnden ersichtlich. Datenpunkte, die Texte der gleichen Sprache représentieren,
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liegen in der Regel nahe beieinander, sind also ,benachbart®. Tragen die Schiilerinnen und
Schiiler nun einen Datenpunkt ein, der zu einem Text einer unbekannten Sprache gehort,
weisen sie ihm die Sprache zu, die die Datenpunkte in seiner ,,Nachbarschaft® aufweisen. Dabei

sollte eine Unterscheidung zwischen gelabelten und ungelabelten Daten erfolgen.

4.2.2.2 Funktionsweise des k-nachste-Nachbarn-Algorithmus

Da ein Computer im Gegensatz zu einem Menschen nicht intuitiv arbeiten kann, ergibt sich
die Notwendigkeit, einen Klassifizierungsalgorithmus zu erarbeiten, der anhand von gelabelten
Daten lernt, Datenpunkte zu klassifizieren. Dies kann mit folgendem Beispiel verdeutlicht
werden: Anhand der Darstellung und unter Zuhilfenahme einer tabellarischen Auflistung der
Absténde (s. Abschnitt 4.3.1.2) versuchen die Schiilerinnen und Schiiler nun, weitere noch
nicht gelabelte Datenpunkte zu klassifizieren. Dabei sollte beachtet werden, dass darunter
auch Datenpunkte sind, die nicht offensichtlich zugeordnet werden kénnen. Beziiglich der
Berechnung des Abstands zweier Punkte im zweidimensionalen Raum reicht ein Verweis auf
den Satz des Pythagoras aus, den die Schiilerinnen und Schiiler aus dem Mathematikunterricht
der 9. Jahrgangsstufe kennen. Eine umfassende Thematisierung verschiedener Abstandsmafle

(s. Abschnitt 4.1.3) fithrt an dieser Stelle sicherlich zu weit.

Mit diesem Vorgehen wird den Schiilerinnen und Schiilern deutlich, dass ein Algorithmus zur
Klassifizierung erforderlich ist. Die Grundidee des k-néchste-Nachbarn-Algorithmus (s. Ab-
schnitt 4.1.2) kann mit dem ,Demonstrator fiir maschinelles Lernen“ erarbeitet werden
(s. Abschnitt 4.3.2). In diesem Zusammenhang werden die Trainingsdaten und der Hyper-
parameter k erstmalig thematisiert. Fiir die Sprachenerkennung steht ein Datensatz fiir die
Sprachen Deutsch, Englisch und Franzosisch bereit (s. Abschnitt 4.3.2.1). Nach einer kur-
zen Einfithrung durch die Lehrkraft sollten die Schiilerinnen und Schiiler das Programm
eigenstiandig ausprobieren und selbst ausgewéhlte Texte klassifizieren. Fiir die Einfihrung
in das Programm kann bei Bedarf ein Einfithrungsvideo verwendet werden (Materialordner:

Einfiihrung Sprachenerkennung Klassifizierung.mp4).

Da die Schiilerinnen und Schiiler die Sprache der gewéhlten Beispiele kennen und somit
sofort erkennen, ob die Klassifizierung korrekt ist, sollten sie auch mogliche Griinde fiir
Fehlklassifizierungen sammeln. Dabei wird die Bedeutung des Hyperparameters k fiir den

Erfolg der Klassifizierung deutlich. Einerseits konnten ,,Gleichstdnde“ bei manchen k-Werten

105
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auftreten. Andererseits kommt es bei niedrigen k-Werten zu falschen Klassifizierungen, wenn
die Datenpunkte in der Ndhe von Ausreifiern liegen. Ggf. kann dies durch die Klassifizierung
entsprechender Textbeispiele zusétzlich verdeutlicht werden (Ordner ,,Demonstrationsbeispiele
Trainingsdaten“ im Materialordner). Daran anschlieBend bietet es sich an, weitere Grenzen
des Algorithmus zu thematisieren. Durch eine entsprechende Anpassung der Trainingsdaten
kann sowohl die Notwendigkeit einer moglichst gleichméfiigen Verteilung der Trainingsdaten
als auch eine Wahl eines Werts fiir £, der kleiner als die Méchtigkeit der kleinsten Klasse ist,

demonstriert werden.

Durch Hinzunahme der Datensétze der spanischen Trainingsdaten (Ordner ,Demonstrations-
beispiele Trainingsdaten® im Materialordner) kann auflerdem verdeutlicht werden, dass eine
fehlende Trennschérfe zwischen den Merkmalsauspragungen zweier Klassen die Klassifizierung
zusétzlich erschwert. Somit wird auch der Einfluss der Trainingsdaten auf das Ergebnis deut-
lich. Wichtig ist dabei, dass die Schiilerinnen und Schiiler durch ihr Experimentieren erkannt
haben, dass sowohl die Wahl von k als auch die Auswahl der Trainingsdaten fiir die richtige

Klassifizierung eines neuen Datenpunkts eine entscheidende Rolle spielen.

Im Anschluss rekapitulieren die Schiilerinnen und Schiiler die Schritte des k-néchste-Nachbarn-
Algorithmus und formulieren den Algorithmus allgemein. Dabei bietet sich die folgende

Reihenfolge an:

1. Vorbereitung

a. Trainingsdaten bereitstellen

b. Hyperparameter k festlegen?®
2. Abstand des neuen Datenpunkts zu allen Trainingsdatenpunkten berechnen
3. Trainingsdaten nach Abstand aufsteigend sortieren

4. Neuen Datenpunkt anhand des Parameters k klassifizieren

Die Klassifizierung mithilfe von lediglich zwei Merkmalen hat den Vorteil, dass zweidimensio-
nale Datenpunkte vorliegen, die grafisch veranschaulicht werden kénnen. In Bezug auf die

Klassifizierung von Sprachen stellt dies jedoch ein stark vereinfachtes Verfahren dar. Zur

2Da k im ,Demonstrator fiir maschinelles Lernen® nach dem letzten Schritt variiert werden kann und zu
diesem Zeitpunkt noch kein Verfahren zur automatisierten Bestimmung bekannt ist, kann die Festlegung

von k zu diesem Zeitpunkt auch Schritt 3 zugeordnet werden.
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Darstellung einer realistischeren Herangehensweise mit einer Vielzahl an Merkmalen kann das

folgende Video vorgefiihrt werden:

https://experiments.withgoogle.com/visualizing-high-dimensional-space

4.2.2.3 Wahl des ,,optimalen” Werts fiir k

Bereits bei der Erarbeitung der Grundidee des k-néchste-Nachbarn-Algorithmus diirfte den
Schiilerinnen und Schiilern die zentrale Bedeutung des Hyperparameters k bewusst geworden
sein. Dabei stellt sich die Frage, wie man den bestmoéglichen Wert fiir £ bestimmen kann.
Aufgrund der bisherigen Erfahrungen der Schiilerinnen und Schiiler mit dem ,,Demonstrator
fiir maschinelles Lernen* liegt die Idee nahe, mehrere bereits gelabelte Datenpunkte unter Ver-
wendung von jeweils verschiedenen Werten fiir k zu klassifizieren und den Wert fiir k zu wéhlen,
der am héufigsten zum Erfolg fiithrt. Daran ankniipfend kann das Leave-One-Out-Verfahren
(s. Abschnitt 4.1.5.3.2)3 unter Zuhilfenahme des ,,Demonstrators fiir maschinelles Lernen®
vorgestellt werden. Nach einer kurzen Erlduterung des Verfahrens und der Demonstration
einiger weniger Mikroschritte (s. Abschnitt 4.3.2.2) kénnen die Schiilerinnen und Schiiler
selbststdndig den fiir den vorliegenden Datensatz optimalen Wert fiir k bestimmen. In diesem
Zusammenhang sollte darauf hingewiesen werden, dass der Datenpunkt, der im jeweils aktuel-
len Schritt fiir verschiedene Werte fiir k klassifiziert wird, nicht mehr zu den Trainingsdaten
gehort. Die Begriffe Trainings- und Validierungsdaten kénnen somit voneinander abgegrenzt

werden.

4.2.2.4 Normalisierung und AbstandsmaBe

Nachdem die Schiilerinnen und Schiiler den k-néchste-Nachbarn-Algorithmus kennengelernt
haben, sollte die Problematik unterschiedlich skalierter Merkmale angesprochen werden.
Beispielsweise hat im Anwendungsbeispiel Sprachenerkennung das Merkmal durchschnittliche
Wortldnge einen erheblich grofieren Einfluss auf den berechneten Abstand als das Merkmal
relative Vokalhdufigkeit. In diesem Zusammenhang kann die Normalisierung von Daten mithilfe

der Min-Max-Normalisierung anhand eines Beispiels (s. Abschnitt 4.3.3) thematisiert werden

3Eine Thematisierung der Kreuzvalidierung im Allgemeinen fiihrt hier wohl zu weit.


https://experiments.withgoogle.com/visualizing-high-dimensional-space

108

KAPITEL 4  k-nachste-Nachbarn-Algorithmus

(s. Abschnitt 4.1.4.1). Mangels Kenntnis des Erwartungswerts und der Varianz fiithrt eine

Verwendung der Standardisierung (s. Abschnitt 4.1.4.2) an dieser Stelle zu weit.

Dariiber hinaus stellt sich die Frage, wie der k-néichste-Nachbarn-Algorithmus mit nicht-
metrischen Daten umgeht. In solchen Féllen ist die Euklidische Distanz als Abstandsmafl
ungeeignet. Anhand eines Beispiels (s. Abschnitt 4.3.3) kann den Schiilerinnen und Schiilern

die Hamming-Distanz (s. Abschnitt 4.1.3.4) vorgestellt werden.

4.2.2.5 Anwendung oder Vertiefung

Nachdem mit der Bestimmung des optimalen Werts fiir k¥ und der Abstandsberechnung die
zentralen Aspekte des k-nichste-Nachbarn-Algorithmus thematisiert wurden, bietet es sich an,
den Algorithmus in einem neuen Szenario anzuwenden. Eine interessante Moglichkeit dazu
bietet der RAISE-Playground, der auf der Programmierumgebung Scratch aufbaut und mit
der Text Classification eine Erweiterung enthélt, die den k-néchste-Nachbarn-Algorithmus
zur Worterkennung verwendet (s. Abschnitt 4.3.4). Die Funktionsweise des Algorithmus
lauft hier im Rahmen einer Blackbox ab, sodass die einzelnen Schritte nicht im Detail
nachvollzogen werden kénnen (s. Abschnitt 4.3.4.1). Da die Schiilerinnen und Schiiler jedoch
selbststandig Labels und Trainingsdaten fiir ihr gewéhltes Szenario auswéhlen miissen, erfahren
sie erneut die Bedeutung der Beschaffenheit der Trainingsdaten fiir die Zuverlissigkeit der
Klassifizierung. Die Moglichkeit des kreativen Einsatzes des k-nichste-Nachbarn-Algorithmus
motiviert dabei zusatzlich. Folgende Themengebiete konnen im Rahmen einer Einzel-, Partner-

oder Gruppenarbeit interessant sein:

¢ Die Erkennung der Stimmung des Benutzers anhand seiner Antworten.
o Die Bestimmung eines Sachgebiets/Schulfachs, iiber das der Benutzer spricht.

e Das Erraten von Begriffskategorien zu vom Benutzer genannten Begriffen.

Alternativ kann eine andere Einsatzmoglichkeit des k-néchste-Nachbarn-Algorithmus themati-
siert werden. Anhand eines konkreten Anwendungsszenarios, in dem nicht die Zuordnung einer
Klasse, sondern die Berechnung einer reellen Zielgréfie bendtigt wird, kann auf die Regression
mithilfe des Algorithmus eingegangen werden (s. Abschnitt 4.1.7). Ein mogliches Anwendungs-

beispiel hierfiir ist der Zusammenhang zwischen der Wohnflache einer Immobilie (unabhéngige
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Variable) und ihrem Preis (abhéngige Variable). Bei Bedarf steht im Materialordner eine
entsprechende Excel-Mappe zu dieser Thematik bereit (s. Abschnitt 4.3.5.2).

4.2.2.6 Testen des Modells

Zum Abschluss der Sequenz sollte auf die besondere Bedeutung der Testphase eingegangen
werden (s. Abschnitt 4.1.5.4), was erneut im Szenario der Sprachenerkennung erfolgen kann.
Mithilfe des ,,Demonstrators fiir maschinelles Lernen* klassifiziert jede Schiilerin und jeder
Schiiler jeweils zehn selbst gewéhlte Texte und notiert sich, wie viele Klassifizierungen korrekt
sind. AnschlieBend werden die Ergebnisse zusammengetragen, von der Lehrkraft in eine
Konfusionsmatrix eingetragen und mit den Schiilerinnen und Schiilern diskutiert. Hierfir
steht im Materialordner die Datei Konfusionsmatrix Deutsch Englisch.x1sx bereit. Damit
hierfiir eine Vier-Felder-Tafel ausreicht, bietet es sich an, das Szenario auf zwei verschiedene
Sprachen (z. B. Deutsch und Englisch) zu beschrénken. Anhand eines Giitemafes, beispielsweise

der Genauigkeit, kann nun die Zuverlassigkeit der Klassifizierung berechnet werden.

4.2.2.7 Hinweise zur spatbeginnenden Informatik

Fiir die Schiilerinnen und Schiiler der spét beginnenden Informatik ist es nicht erforderlich,
die Schritte des k-néchste-Nachbarn-Algorithmus allgemein zu formulieren, um eine Idee der
Funktionsweise zu erhalten. Es geniigt, den Algorithmus anhand eines Szenarios zu erarbeiten
(s. Abschnitt 4.2.2.2). Ebenso reicht es aus, dass sie das Leave-One-Out-Verfahren exemplarisch
nachvollziehen. Dazu eignet sich der Einsatz des ,Demonstrators fiir maschinelles Lernen*
(s. Abschnitt 4.3.2.2). Zudem kann auf die Behandlung der Normalisierung von Daten und
der Abstandsmafle (s. Abschnitt 4.2.2.4) verzichtet werden.
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4.3 Material

4.3.1 Einfihrung in den k-nachste-Nachbarn-Algorithmus

4.3.1.1 Intuitive Klassifizierung von Texten

Fiir den in Abschnitt 4.2.2.1 beschriebenen Einstieg steht im Materialordner das Dokument
Merkmale identifizieren.docx zur Verfiigung. Anhand von drei Beispieltexten in den
Sprachen Deutsch, Englisch und Franzosisch identifizieren die Schiilerinnen und Schiiler

Merkmale, die dazu geeignet sind, einen Text einer der drei Sprachen zuzuordnen.

4.3.1.2 Die Erarbeitung der Grundidee des k-nachste-Nachbarn-Algorithmus

In Abschnitt 4.2.2.2 wurde vorgeschlagen, von einer zunichst intuitiven Klassifizierung von
Sprachen zu einem algorithmischen Vorgehen iiberzuleiten. Hierzu stehen im Materialordner
die Text-Datei Klassifizierung von Sprachen.docx und die Tabellenkalkulations-Datei
Abstande sortierbar.xlsx zur Verfiigung. Die Schiilerinnen und Schiiler erkennen, dass
eine intuitive Klassifizierung von Sprachen nicht immer mdoglich ist. Anhand von Abstédnden
zwischen Datenpunkten kann die Grundidee des k-néchste-Nachbarn-Algorithmus erarbeitet

werden.

4.3.2 Demonstrator fiir maschinelles Lernen

Der ,,Demonstrator fiir maschinelles Lernen* ist ein Programm, mit dessen Hilfe zentrale Aspek-
te des k-nichste-Nachbarn-Algorithmus sowie des Perzentrons (s. Kapitel 5) veranschaulicht
werden konnen. Das Programmpaket enthélt neben einer jar-Datei* zum Starten des Pro-
gramms weitere Ordner und Dateien. Folgende sind fiir den k-néchste-Nachbarn-Algorithmus

relevant:

e Ordner daten_sprachen_klassifizierung:
Hier werden gelabelte Daten zur Klassifizierung im Rahmen der Sprachenerkennung

abgelegt (siehe Abschnitt 4.3.1.1).

47Zur Verwendung des Programms wird eine moglichst aktuelle Java-Installation (mind. Version 8) benotigt.
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e Ordner daten_sprachen_k_abschaetzung:
Hier werden gelabelte Daten gespeichert, die zur Bestimmung des optimalen Werts
fiir den Hyperparameter k anhand des Leave-One-Out-Verfahrens verwendet werden

(s. Abschnitt 4.3.1.2).

e daten.csv:
Hier kénnen fiir ein selbstgewéhltes Szenario gelabelte Daten gespeichert werden (s. Ab-

schnitt 4.3.2.3).

e Lizenzinformationen.txt:
Diese Datei enthélt Quellenangaben zu den Textabschnitten, die fiir die gelabelten

Daten verwendet wurden.

4.3.2.1 Sprachenerkennung: Klassifizierung

Der ,,Demonstrator fiir maschinelles Lernen“ kann verwendet werden, um die Klassifizierung
mithilfe des k-ndchste-Nachbarn-Algorithmus im Anwendungsszenario der Sprachenerken-
nung von Texten zu demonstrieren. Bei Bedarf steht im Materialordner das Einfithrungs-
video Einfiihrung Sprachenerkennung Klassifizierung.mp4 zur Verfiigung, in dem die
Funktionsweise des Programms erkldrt wird. Dazu werden im Ordner daten_sprachen_
klassifizierung die Trainingsdaten gespeichert. Hierbei handelt es sich um txt-Dateien, die
Texte in einer der Sprachen enthalten, die zur Klassifizierung herangezogen werden sollen. Der
Dateibezeichner muss dabei das Label und, durch einen Unterstrich getrennt, einen Bezeichner

enthalten, der spéter zur grafischen Veranschaulichung dient:

Label_Bezeichner.txt, z.B. Deutsch_Internet.txt

Der vorbereitete Datensatz enthélt Trainingsdaten zu den Sprachen Deutsch, Englisch und
Franzosisch; er kann bei Bedarf um weitere Dateien dieser Sprachen bzw. um Dateien anderer

Sprachen ergédnzt werden.

Wichtig: Die Klassifizierung mit dem ,Demonstrator fiir maschinelles Lernen“ ist aus
Griinden der grafischen Darstellung auf maximal fiinf verschiedene Labels be-

grenzt.
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Nach dem Start des Programms werden die Trainingsdaten anhand der beiden Merkmale
durchschnittliche Wortlinge und relative Vokalhdufigkeit als Datenpunkte in einem zwei-

dimensionalen Koordinatensystem dargestellt und je nach Label farblich hervorgehoben

(s. Abbildung 4.19).

k-Néchster-Nachbar

[ Sprachenerkennung: Klassifikation ]

| Sprachenerkennung: Abschitzung von k J

| CSV-Daten: Klassifikation J

| CSV-Daten: Abschitzung von k J

Uber dieses Programm...

V:kalhéuflgkeltl @ Deutsch @ Englisch

L

~ Einfaches Perzeptron (Neuron)

[ Sprachenerkennung: Gewichte lernen J

[ CSV-Daten: Gewichte lernen J

Schritt 1: Abstande der Te i zu den Traini (in Punkten)
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*inhnm
@ian Turing @sier Ocomputer
oethe
q"(emel
@biicstra Algorithy
@ina

@\ ternet

() Dateinamen anzeigen

Zu klassifzierender Text:

Gewdhlter Wert furk: 1 | O

Abb. 4.19: Start des Demonstrators fiir maschinelles Lernen zur Klassifizierung.

Fiir die Darstellung werden die Daten normalisiert (siehe Abschnitt 4.1.4.1) und anschlieBend
so umgerechnet, dass die groffite Merkmalsauspriagung dem Wert 450, die kleinste dem Wert

50 entspricht. Die Abstdnde der Datenpunkte kénnen somit in Pixeln gemessen werden.

Im Textfeld Zu klassifizierender Text (s. Abbildung 4.19) kann nun ein Text zur Klassifizierung
eingefiigt werden. Damit das Merkmal durchschnittliche Wortlinge stabil berechnet werden

kann, sollten ldngere Textabschnitte verwendet werden. Am besten eignen sich Passagen aus

Online-Lexika, wie z. B. Wikipedia.

®
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Wichtig: Bei ungiinstigen Eingaben kann es vorkommen, dass der zugehorige Datenpunkt

auflerhalb des abgebildeten Ausschnitts des Koordinatensystems liegt.

Der zu klassifizierende Text wird als Datenpunkt im Koordinatensystem veranschaulicht. Nun
kénnen die Schritte des k-néchste-Nachbarn-Algorithmus schrittweise ausgefiithrt und nach-
vollzogen werden, wobei der Hyperparameter k manuell per Schieberegler (s. Abbildung 4.20,
Pfeil 1) eingestellt wird. Dies wird im Koordinatensystem veranschaulicht (s. Abbildung 4.20,
Pfeil 2). Das Protokollfenster gibt jeweils Auskunft iber den zuletzt durchgefithrten Arbeits-
schritt (s. Abbildung 4.20, Pfeil 3). Nach dem letzten Schritt kann k iiber den Schieberegler
variiert werden, um den Einfluss des Parameters auf das Klassifizierungsergebnis zu untersu-

chen (s. Abbildung 4.20).

V(:kalhﬁuiigkelt | ® Deutsch @ Englisch Franzésisch l bEHEtaiER j
@ Folgende 3 Trainingstexte sind dem eingegebenen Text am &hnlichsten
lere Englisch (Internet): Abstand 34 Punkte
Englisch (Twain): Abstand 37 Punkte
Englisch (Alan Turing): Abstand 56 Punkte
Cinternet
Somit befinden sich in der Nachbarschaft:
Qinformati 3 Trainingstexte der Klasse "Englisch”
Ghjan Turing
Qlaison hydrogens Klassifikationsergebnis: "Englisch”
Cehat 3'
QJiiksua Algorithmus
oScicnct
2 Satzen
(1™ ’ @inno
.c“mcom ®pan Turing "‘I er .Comnmer
. @soctne
O
internet
Q:\ukslra Algorith
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Qina
un @ineernet
> 1
D ittli Wortlange
Gewahlter Wert fiir k: 3 O
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Abb. 4.20: Klassifizierung mithilfe des Demonstrators fiir maschinelles Lernen.

4.3.2.2 Sprachenerkennung: Abschatzung von k

Der ,Demonstrator fir maschinelles Lernen® kann auflerdem zur Bestimmung des optimalen
Werts fiir den Hyperparameter k mithilfe des Leave-One-Out-Verfahrens (s. Abschnitt 4.1.5.3.2)
verwendet werden. Die bendtigten gelabelten Daten entsprechen in Aufbau und Bezeichnung
den zur Klassifizierung verwendeten Dateien (s. Abschnitt 4.3.2.1) und werden im Ordner
daten_sprachen_k_abschaetzung gespeichert. Der vorbereitete Datensatz enthalt wiederum

Daten zu den Sprachen Deutsch, Englisch und Franzosisch und kann um weitere Dateien
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erginzt werden.

Wichtig: Wie bereits in Abschnitt 4.3.1.1 ist der ,,Demonstrator fiir maschinelles Lernen*

auch hier auf maximal fiinf verschiedene Label begrenzt.

Nach dem Start des Programms werden zunéchst alle Trainingsdaten grafisch dargestellt
(s. Abbildung 4.21). Zur Demonstration des Leave-One-Out-Verfahrens stehen die drei Op-
tionen Mikroschritt (Pfeil 1), Einzelschritt (Pfeil 2) und Komplettdurchlauf (Pfeil 3) zur

Verfiigung.
k-Nachster-Nachbar ~ Einfaches Perzeptron (Neuron)
[ Sprachenerkennung: Klassifikation J { Sprachenerkennung: Gewichte lernen J
[ Sprachenerkennung: Abschétzung von k ]
[ CSV-Daten: Klassifikation J { CSV-Daten: Gewichte lernen J
[ CSV-Daten: Abschatzung von k J
Vokalhaufigkeit [ g Deutsch @ Englisch Franzdsisch L Schritt des Algorithmus durchfihren J
A |
O Er tionen in Abt von K.
(0] k | erfolgreich
° s
hd 2 0
3 0
° ® 4 0
® 5 0
6 o
(0] 7 0
8 0
9 0
10 0
® 11 0
® 12 0
@ 13 0
[ ] L] ® ® b 14 0
® ® 15 0
16 0
[ J . 17 0
18 0
® 19 0
[ ® 20 0
Durchschnitiiiche Wortinge
) i Gewahlter Wert fur k: 1
|_ Bezeichner anzeigen ]
() Mikroschritt (@) Ei Q) K
1' Zt 3'

Abb. 4.21: Start des Demonstrators fiir maschinelles Lernen zur Abschétzung von k.

In der Variante Mikroschritt kann das Verfahren im Detail nachvollzogen werden. Dazu wird
einer der Datenpunkte als Validierungsdatenpunkt gewéhlt und durch ein Quadrat hervorge-
hoben (s. Abbildung 4.22). Bei jedem Klick auf Schritt des Algorithmus durchfihren (Pfeil 1)
wird dieser Datenpunkt fiir den aktuellen k-Wert klassifiziert. Ist die Klassifizierung korrekt,

wird die Kreisfliche um den Punkt griin hervorgehoben (Pfeil 2) und im Protokollfenster die
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entsprechende Zahl in der Spalte ,erfolgreich® um 1 erhoht (Pfeil 3). Wird der Validierungsda-

tenpunkt falsch klassifiziert, wird die Kreisfliche rot markiert und der entsprechende Eintrag

in der Tabelle bleibt unverandert. Anschlieffend wird k fiir den nachsten Mikroschritt um 1

erhoht (Pfeil 4).

(V) Bezeichner anzeigen

Abb. 4.22: Mikroschritt
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In der Variante Finzelschritt werden fiir jeden Validierungsdatenpunkt (s. Abbildung 4.23,

Pfeil 1) die Mikroschritte fiir die k-Werte von 1 bis 20 auf einmal durchgefiihrt und protokolliert

(Pfeil 2).
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Abb. 4.23: Einzelschritt
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In der Variante Komplettdurchlauf wird sofort das Endergebnis des Leave-One-Out-Verfahrens
angezeigt. Im Protokollfenster kann der fiir den verwendeten Datensatz ,optimale* Wert fiir

k abgelesen werden (s. Pfeil in Abbildung 4.24).

Erfolgreiche Klassifikationen in Abhangigkeit von k.

Verarbeite Testdaten 23 von 23

k | erfolgreich
1 1

2 18

3 21

4 17

5 19

Abb. 4.24: Komplettdurchlauf zur Abschétzung von k.

4.3.2.3 Klassifikation und Abschiatzung anhand von CSV-Dateien

Neben der Sprachenerkennung von Texten kénnen mit dem ,,Demonstrator fiir maschinelles
Lernen“ auch andere Anwendungsbeispiele veranschaulicht werden. Dazu miissen die gelabelten
Daten in die Datei daten.csv eingepflegt werden. Der vorbereitete Datensatz enthélt Daten
zur Klassifizierung von Nahrungsmitteln anhand der Merkmale Kalorien und FEiweifs. Es
werden die drei Labels Frichte, Fisch / Fleisch und Backware verwendet. Bei Bedarf kann
die Datei jedoch an ein selbst gewéhltes Szenario angepasst werden, indem die verwendeten

Labels und Merkmalsbezeichner ersetzt werden (s. Abbildung 4.25).

A A B C D
1 Beschriftung |Label Kalorien Eiweil I_Merlfma\sf
- bezeichner
2 |Erbsen Friichte 37 3
3 Gurken Frichte 4 0
4 Karotten Frichte 29 1
E Crimat | I-LI 17 a
Labels
Abb. 4.25: Gelabelte Daten in daten.csv.
Wichtig: e Auch hier ist der ,,Demonstrator fiir maschinelles Lernen“ auf maximal

fiinf verschiedene Label begrenzt.

e Soll die Datei daten.csv auch fiir das Perzeptron herangezogen werden,

konnen lediglich zwei verschiedene Klassen verwendet werden.
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Die Handhabung der Klassifizierung sowie der Abschitzung von k erfolgen analog zur Text-

klassifizierung (siehe Abschnitte 4.3.1.1 und 4.3.1.2).

4.3.3 Normalisierung und Abstande nicht-metrischer Daten

Fiir die in Abschnitt 4.2.2.4 vorgeschlagene Vorgehensweise enthélt der Materialordner die
Tabellenkalkulations-Datei Normalisierung und Hamming-Distanz.xlsx mit fiinf Rechen-
blattern. Die Schiilerinnen und Schiiler erarbeiten hierbei zunéichst die Min-Max-Normalisierung
am Anwendungsszenario der Sprachenerkennung. Anschliefend erfolgt die Einfiihrung der

Hamming-Distanz zur Bestimmung der Abstdnde von nicht-metrischen Daten.

4.3.4 Der k-nachste-Nachbarn-Algorithmus im RAISE-Playground

Der RAISE-Playground des MIT, der auf der Programmierumgebung Scratch basiert, bietet
die Erweiterung Text Classification (s. Abbildung 4.26) an, in welcher der k-néchste-Nachbarn-

Algorithmus zur Worterkennung eingesetzt werden kann.

Bewegung Bewegung
Aussehen s ; Aussehen
O { ) O
Klang — Klang

ot

@ - @
St;.u_e’v'; |:> . |:> Steusrung
O Text Classification O

Create a text classification model for

~ ® use in a Scratch project! ~ O
Operatoren Cperatoren
@ O
Variablen Variablen
[ J O
Meine leine

Blécke

E Classiicatior

Abb. 4.26: Erweiterung Text Classification im MIT-RAISE-Playground.
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Das Tool kann dazu verwendet werden, den k-nichste-Nachbarn-Algorithmus in einem selbst
gewihlten Anwendungsszenario praktisch einzusetzen. Uber folgenden Link erhélt man Zugriff

auf den RAISE-Playground, der die Text Classification enthélt:

https://playground.raise.mit.edu/main/

Bei Bedarf steht im Materialordner das Erklarvideo Einfiihrung RAISE Playground.mp4
bereit, in dem die Funktionsweise erlautert wird. Im Folgenden werden die wesentlichen

Aspekte beschrieben.

4.3.4.1 Funktionsweise und Grenzen

Die Text Classification verwendet multidimensionale Wortvektoren, die aus vielen Merkmalen
bestehen, deren Ausprigung und Bedeutung fiir den Menschen nicht intuitiv nachvollziehbar
sind (Blackbox). Die Erzeugung der Vektoren erfolgt mithilfe statistischer Methoden bzw.
durch ein kiinstliches neuronales Netz. Bei der Klassifizierung eines Wortes wird der Abstand
des zugehorigen Datenpunkts zu den Trainingsdatenpunkten gemessen und das Wort mit dem
k-néchste-Nachbarn-Algorithmus einer Klasse zugeordnet. Liegt beispielsweise das Wort King
in der Nachbarschaft des Wortes Queen, so ist der Abstand im Merkmalsraum gering. Die
Wahl des Hyperparameters k erfolgt automatisch und kann nicht vom Benutzer beeinflusst

werden.

4.3.4.2 Die Erstellung des Modells

Die Text Classification bezieht sich auf ein Modell, das der Nutzer anlegen muss und das
selbst gewédhlte Label und zugehorige Trainingsdaten umfasst. Thre Eingabe erfolgt iiber die
Schaltfliche Edit Model (s. Abbildung 4.27, Pfeil 1). Ein bereits vorbereitetes Modell in
Form einer json-Datei kann tiber Load /Save Model hochgeladen werden (s. Abbildung 4.27,
Pfeil 2).


https://playground.raise.mit.edu/main/
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Text Classification
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Abb. 4.27: Erstellung des Modells im RAISE-Playground.
4.3.4.3 Die wichtigsten Bausteine der Text Classification

Zur Anwendung des k-nichste-Nachbarn-Algorithmus kénnen mehrere Bausteine verwendet

werden:

Gibt true zuriick, wenn der Algorithmus den

Enter text or answer block My eI/ [] 8 SNS

text dem Label color zuordnet; sonst false.

Gibt das Label zuriick, das dem text zugeord-

W[ R=CER Il Enter text or answer block

net wird.
Gibt einen Wert zwischen 0 und 1 zuriick, der
get confidence for
Auskunft dariiber gibt, wie ,sicher® sich der
Abb. 4.28: Bausteine des MIT-RAISE- Algorithmus bei der Klassifizierung von text
Playgrounds. ist.

Dariiber hinaus stehen weitere Bausteine zur Verfiigung, die insbesondere in Kombination

mit anderen Erweiterungen eingesetzt werden kénnen.
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4.3.4.4 Hilfestellung zur Verbesserung der Zuverlassigkeit

Die Zuverlassigkeit der Klassifizierung hiingt einerseits vom erstellten Modell, andererseits von
der Implementierung ab. Unabhéngig vom gewédhlten Anwendungsszenario sollten folgende

Aspekte beachtet werden:

¢ Je mehr Trainingsdatenpunkte verwendet werden, desto zuverlédssiger funktioniert die

Klassifikation. Jedem Label sollten mindestens fiinf Datenpunkte zugeordnet werden.

o Die Klassifizierungsergebnisse sind zuverlissiger, wenn die Sprache Englisch verwendet

wird.

¢ Es sollten moglichst trennscharfe Label verwendet werden. Bei den Klassen Stadt und
Land kann es beispielsweise zu Fehlern bei der Zuordnung von Stadtstaaten, wie etwa

Singapur kommen.

e Durch eine geschickte Konstruktion des Algorithmus kénnen ungenaue Klassifizierungen
identifiziert und somit Fehler umgangen werden. Beispielsweise kann der Baustein
Confidence of predict class for im Rahmen von bedingten Anweisungen verwen-
det werden, um bei ,junsicheren® Klassifizierungen weitere Benutzereingaben einzufor-

dern.

Bei Bedarf stehen mit Chatbot Einfiihrung.mp4 und Chatbot Verbesserung.mp4 Erklar-
videos zur Verfiigung, in denen die grundlegende Idee zur Erstellung eines Chatbots sowie

Hinweise zur Verbesserung der Zuverldssigkeit erlautert werden.

4.3.5 Der k-nachste-Nachbarn-Algorithmus mit Tabellenkalkulation

Im Ordner ,,k-nachste-Nachbarn-Algorithmus mit Tabellenkalkulation®“ stehen mehrere Da-
teien zur Verfiigung, mit denen die Erarbeitung des k-néchste-Nachbarn-Algorithmus unter

Verwendung einer Tabellenkalkulation mdglich ist.



4.8 Material

4.3.5.1 Klassifikation

Mithilfe der Datei Klassifikation T-Shirts konnen die Schiilerinnen und Schiiler den
k-nachste-Nachbarn-Algorithmus zur Klassifikation von T-Shirt-Groéfien anhand der Merk-
male Korpergréfie und Brustumfang erarbeiten. In der Datei KNN Klassifizierung mit

Tabellenkalkulation.pdf finden sich die zugehoérigen Arbeitsauftrage.

¥y ERT—

Der Lernpro:

Phase 0:
Vorbereitung o —

X
Phase 1: Phase 2:
Training Testen

" v P‘roduktlver

Betrieb

chbar_Klagsifikation Datensatz_T_Shirt und Trainingsdaten KN

Anwendung (Klassifikation von Schulshirtgréfien)

4.3.5.2 Regression

Die Datei Regression Hauspreise kann verwendet werden, um die in Abschnitt 4.2.2.5
vorgeschlagene Vertiefung des k-néchste-Nachbarn-Algorithmus zu erarbeiten. Anhand des
Merkmals Fliche in m? bestimmen die Schiilerinnen und Schiiler den Preis einer Immobilie
durch Regression. In der Datei KNN Regression mit Tabellenkalkulation.pdf finden sich

die zugehorigen Arbeitsauftrige.
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Beispiel (Regression mit Hilfe des KNN-Algorithmus)
Der k-niichste-Nachbarn-Algorithmus

(Regression)

Uberblick (Regression mit Hilfe des KNN-Algorithmus)

(b) Die Zielgd

4.3.6 Die Testphase

Fiir die in Abschnitt 4.2.2.6 vorgeschlagene Vorgehensweise steht im Materialordner die
Tabellenkalkulations-Datei Konfusionsmatrix Deutsch Englisch.xlsx zur Verfligung. Die
Testergebnisse der Schiilerinnen und Schiiler konnen in die dafiir vorgesehenen Felder ein-
getragen werden. Die automatisch berechnete Genauigkeit ermoglicht eine Beurteilung der

Zuverldssigkeit der Klassifizierung. Bei Bedarf kénnen weitere Giitemafle berechnet werden.

4.3.7 Aufgabenbeispiel fiir einen Leistungsnachweis

4.3.7.1 Vorbemerkung

Im folgenden Vorschlag fiir einen Leistungsnachweis wird der ,,Demonstrator fiir maschinel-
les Lernen“ verwendet. Die zip-Datei Demonstrator Leistungsnachweis enthélt das Tool

zusammen mit der Datei daten.csv, die die Trainingsdaten enthélt.
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4.3.7.2 Leistungsnachweis

Ein Online-Shop fiir Bekleidung erhélt immer wieder Riicksendungen von Kundinnen und
Kunden, weil sie Kleidungsstiicke in der falschen Groéfie bestellt haben. Um die Kundschaft
zukiinftig bei ihrer Wahl der Grofle zu unterstiitzen, soll mithilfe Kiinstlicher Intelligenz
eine Kleidergrofie vorgeschlagen werden. In einem Pilotprojekt wird das System fiir T-Shirts
fiir Méanner erprobt, wobei zundchst nur die GroBen (Label) S; M und L mit einbezogen
werden. Dazu miussen die Kunden zunéchst Korpergrifie und Brustumfang (jeweils in cm) in
eine Eingabemaske eingeben. Anschliefend ordnet das System anhand von Erfahrungswerten
zufriedener Kunden den eingegebenen Maflen eine der drei Groflen zu. Dazu wird der k-

néchste-Nachbarn-Algorithmus verwendet.

1. Offnen Sie den Bereich CSV-Daten: Klassifikation des Demonstrators fiir maschinel-
les Lernen. Beurteilen Sie, inwieweit die vorliegenden Trainingsdaten fiir eine Klassifizie-

rung mit dem k-néchste-Nachbarn-Algorithmus geeignet sind.

Losungsvorschlag:

e Die Trainingsdaten fiir die Groéfle S bilden eine erkennbare und von den Daten-

punkten anderer Grofien abgegrenzte Nachbarschaft (positiv).

e Die Trainingsdatenpunkte der Gréflen M und L sind teilweise vermischt bzw. haben

Ausreifier (negativ).

o Die Grofle hat lediglich halb so viele Trainingsdatenpunkte wie die anderen beiden

Groflen (negativ).

2. Ein Kunde hat eine Korpergrofie von 185 cm und einen Brustumfang von 105 cm. Be-
stimmen Sie das Klassifikationsergebnis fiir den Datenpunkt mithilfe des Demonstrators
fiir maschinelles Lernen fiir k = 4 und k = 5 und bewerten Sie die Aussagekraft des

Ergebnisses fiir den Kunden.

Losungsvorschlag:

o k =4: Jeweils zwei der vier néchsten Nachbarn haben die Label M bzw. L. Aufgrund

des Gleichstands ist keine Klassifikation moglich.
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o k =05: Zwei der fiinf ndchsten Nachbarn haben das Label L, drei haben das Label
M. Dem Kunden wird somit das Label M vorgeschlagen. Aufgrund der ,knappen*

Entscheidung ist die Vorhersage jedoch mit Unsicherheit verbunden.

3. Begriinden Sie, dass die gelabelten Daten vor der Verwendung des k-nédchste-Nachbarn-

Algorithmus grundsétzlich normalisiert werden sollten.

Losungsvorschlag:

Sollten Merkmale unterschiedlich skaliert sein, kann es vorkommen, dass sie einen
unterschiedlich groflen Einfluss auf die Berechnung der Abstinde zwischen Datenpunk-
ten haben, was die Klassifizierung beeintriachtigen kann. Dariiber hinaus miissen ggf.
Merkmalsauspriagungen unterschiedlicher Mafeinheiten addiert werden. Durch eine
Normalisierung werden alle Merkmalsauspragungen auf das Intervall [0; 1] abgebildet.
Unterschiedliche Skalierungen der Merkmale nehmen somit keinen Einfluss mehr. Ebenso
spielen Einheiten keine Rolle mehr, da es sich bei der normalisierten Grofle um ein

relatives Maf3 handelt.

. Erldutern Sie das Leave-One-Out-Verfahren anhand eines selbstgewéhlten Datenpunktes

und bestimmen Sie mithilfe des Demonstrators fiir maschinelles Lernen den optimalen

Wert fir k.

Losungsvorschlag:

Fir jeden Trainingsdatenpunkt wird tiberpriift, fiir welche Werte von k er korrekt

klassifiziert wird. Beispielsweise gilt fiir Datenpunkt 6:

e Flr k =1 korrekt klassifiziert.

Fir k = 2 falsch klassifiziert.

Fir k = 3 korrekt klassifiziert.

®
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5.1 Fachliche Grundlagen

5.1.1 Uberblick

Kiinstliche neuronale Netze sind ein wichtiger Teilbereich der Kiinstlichen Intelligenz. Sie
kommen in sehr vielen Anwendungen zum Einsatz, die zunehmend Einfluss auf unser Leben

ausiiben.

In vielen Landern hat sich der Einsatz von Software zur Gesichtserkennung bei der Straf-
verfolgung etabliert. Softwareunternehmen wie beispielsweise Clearview durchforsten dabei
soziale Netzwerke und Webseiten, um umfangreiche kiinstliche neuronale Netze mit meh-
reren Milliarden Gesichtern zu trainieren. Allerdings héufen sich in der letzten Zeit die
Negativschlagzeilen aufgrund von Missbrauch der Technik und datenschutzrechtlicher Versto-
Be (Beispiel: www.heise.de/news/Aus-Musical-geworfen-Gesichtserkennung-entdeckt-

Anwaeltin-gegnerischer-Kanzlei-7444612.html).

Auch bei der Generierung von Bildern (Bild-
synthese) spielen kiinstliche neuronale Netze
eine immer wichtigere Rolle. Die Internetsei-
te https://thisxdoesnotexist.com/ bietet
einen Dienst zur Erzeugung von Gesichtern
und anderen Objekten, die nicht wirklich exis-
tieren. Dall-E und Stable Diffusion erlauben
dies sogar anhand einer Textbeschreibung (sie-

he Abbildung 5.1).

Digitale Sprachassistenzsysteme wie Alexa, Siri

oder Google Assistant findet man heutzutage

Abb. 5.1: Die Software Dall-E generierte

in vielen Haushalten. Damit ein Programm An-

) ) o ] dieses Bild mithilfe eines kiinstlichen neu-
weisungen von Menschen, wie beispielsweise
ronalen Netzes anhand der Beschreibung

,2Mach die Stehlampe an“, immer besser verste- . “
»A smiling robot programs a computer.
hen kann, werden kiinstliche neuronale Netze

eingesetzt.

Fast alle Verfahren (unter anderem auch der Entscheidungsbaum- und der k-néchste-Nachbarn-

Algorithmus) der kiinstlichen Intelligenz haben das Ziel, kognitive Prozesse nachzubilden.


www.heise.de/news/Aus-Musical-geworfen-Gesichtserkennung-entdeckt-Anwaeltin-gegnerischer-Kanzlei-7444612.html
www.heise.de/news/Aus-Musical-geworfen-Gesichtserkennung-entdeckt-Anwaeltin-gegnerischer-Kanzlei-7444612.html
https://thisxdoesnotexist.com/

5.1 Fachliche Grundlagen

Generell setzen sie auf Mathematik, Programmiersprachen und Elektronik. Die kiinstlichen
neuronalen Netze verfolgen dagegen einen bionischen Ansatz, das heifit, sie versuchen, das

Gehirn selbst nachzuahmen (vgl. Ertel, 2021).

Der erste Abschnitt 5.1.2 beschéftigt sich mit den zugrunde liegenden Prozessen im Gehirn
und der Interaktion von Nervenzellen. Danach wird in Abschnitt 5.1.3 gezeigt, wie eine
einzelne Nervenzelle als kiinstliches Neuron (einfaches Perzeptron) modelliert wird und wie
man damit eine Klassifizierung durchfiihren kann. Im Abschnitt 5.1.4 wird préasentiert, wie ein
solches Perzeptron fiir zwei Eingaben mithilfe eines maschinellen Lernverfahrens trainiert wird.
Im néchsten Abschnitt 5.1.5 wird gezeigt, wie dieses Verfahren auf Eingaben mit beliebig
vielen Merkmalen angewendet werden kann. Ein Vorschlag zur Implementierung wird in Ab-
schnitt 5.1.6 vorgestellt. Im letzten Abschnitt werden die Grenzen des einfachen Perzeptrons
aufgezeigt und in einem Ausblick dargestellt, wie man diese Grenzen durch Bildung eines
kiinstlichen neuronalen Netzes, das heifit einer Netzwerkstruktur aus einfachen Perzeptronen,

verschiebt.

5.1.2 Die Natur als Vorbild

Samtliche unserer bewussten und unterbewussten Entscheidungen werden vom Gehirn getroffen.
Da ist es naheliegend, dass man sich zur Simulation von intelligentem Verhalten die Natur zum
Vorbild nimmt. Wissenschaftler haben bereits im 19. Jahrhundert die Nervenzellen entdeckt
und erforscht. Schon damals war bekannt, dass diese in Gehirnen hochgradig miteinander
vernetzt sind. Mittlerweile weifl man, dass dieses Netzwerk beim Menschen aus knapp 100
Milliarden Nervenzellen, die auch als Neuronen bezeichnet werden, bestehen; jedes einzelne

Neuron kann wiederum mehrere tausend Verkniipfungen besitzen.

Der Aufbau eines Neurons ist in Abbildung 5.2 dargestellt. An den Dendriten verbinden
sich andere Nervenzellen, die elektrische Signale an das Neuron iibertragen kénnen. Die
Verbindungen kénnen dabei unterschiedlich effizient sein und somit einen mehr oder weniger
starken Reiz auslésen. Wenn mehrere angeschlossene Nervenzellen gleichzeitig Signale iiber
die Dendriten auf den Zellkérper iibertragen, werden die Signale addiert und der Reiz damit
verstirkt. Ubersteigt dieser eine gewisse Schwelle, so transportiert das Neuron ein elektrisches
Signal durch das Axon an andere damit verbundene Nervenzellen weiter. Man sagt auch, das

Neuron ,feuert*.
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Dendriten ——

N N
N
Synapsen

\ I\, \( /| zellkérper

Zellkern

Abb. 5.2: Aufbau eines Nervenzelle.

Die Verbindungsstellen am Ende des Axons werden als Synapsen bezeichnet; sie haften an

den Dendriten anderer Nervenzellen.

Obwohl die Funktionsweise einer einzelnen Nervenzelle gut verstanden wird, bleibt die Arbeits-
weise des gesamten menschlichen Gehirns weitgehend ein Rétsel. Einige Griinde dafiir sind die
enorme Komplexitidt des Netzwerks, das stdndigen Verdnderungen unterliegt, beispielsweise
durch Lernprozesse. Hinzu kommen offensichtliche Grenzen bei der Untersuchung des lebenden

Gehirns.

5.1.3 Informatische Modellierung eines Neurons

Der im letzten Abschnitt dargestellte Grundaufbau einer Nervenzelle wird nun mit den Mitteln

der Informatik als einfaches Perzeptron nachgebildet (Abbildung 5.3):

X1 w1

W9

X 2
2 Ausgabe

*n Wy

0

Abb. 5.3: Modell eines kiinstlichen Neurons.

Das kiinstliche Neuron hat dabei folgende Bestandteile:

®
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e Bei x; bis x,; handelt es sich um die Eingabewerte. Dies entspricht der Signaliibertra-

gung an den Dendriten einer Nervenzelle.

e Die Parameter w bis w, stellen sogenannte Gewichte dar. Sie driicken aus, wie stark
der Einfluss der jeweils zugehorigen Eingabe auf die Entscheidung iiber ein Feuern
des Neurons ist. Mathematisch wird dies so umgesetzt, dass alle Eingaben x; jeweils
mit ihren Gewichten w; multipliziert werden. Damit wird die unterschiedlich starke
Ubertragung von elektrischen Reizen bei einer Nervenzellenverbindung an den Synapsen

nachgeahmt.

e Der Parameter 6 wird als Schwellenwert bezeichnet. Wenn die Summe der gewichteten
Eingangssignale den Schwellenwert erreicht oder iiberschreitet, so bewirkt dies ein Feuern

des Neurons, wenn folgende Ungleichung erfiillt ist:
Wi X1+Wo Xo+...+W, X, >0.

o Eine gingige Moglichkeit ist, dass man als Ausgabe den Wert 1 festlegt, wenn das

Neuron feuert, und den Wert 0, wenn das Neuron nicht feuert.

Im Folgenden ist ein Beispiel fiir ein Perzeptron mit Gewichten und Schwellenwert abgebildet:

X1 1
Ausgabe

X2 0.5

1,5
Abb. 5.4: Beispiel fiir ein einfaches Perzeptron mit zwei Eingaben.
Die blau dargestellten Werte fiir Gewichte und Schwellenwert sind individuell fiir das jeweilige

Perzeptron und konnen mit einem maschinellen Lernverfahren, das im Abschnitt 5.1.4.2

thematisiert wird, automatisiert ermittelt werden, falls dies méglich ist.
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5.1.4 Das Perzeptron im zweidimensionalen Raum

5.1.4.1 Klassifizierung

Die Bedingung fiir ein Feuern fiir das oben abgebildete Perzeptron
1-x1+0,5-x9>1,5

lasst sich umformen zu x9 > —2x; + 3. Der ,Gleichheitsfall“ xo = —2x1 + 3 entspricht der
Gleichung einer Geraden, die den zweidimensionalen Raum linear in zwei Halbrdume separiert
(siehe Abbildung 5.5).

X2

1 2 3 X1
Abb. 5.5: Lineare Separierung des Raums. Im griinen Bereich feuert das kiinstliche Neuron, im roten

Bereich nicht.

Liegt fir dieses Beispiel eine Eingabe (x; | x2) auf bzw. oberhalb der Geraden, das heifit im
griin markierten Bereich, feuert das Perzeptron, liegt sie unterhalb, also im rot markierten

Bereich, feuert das Neuron nicht.

Das heifit, das Perzeptron klassifiziert eine Eingabe dadurch, dass es sie griin (entspricht

einem Feuern) bzw. rot labelt, je nachdem, in welchem Halbraum die Eingabe liegt.

Beispiel: Es soll fiir die beiden Eingaben A(0,5 | 1) und B(3 | 3) berechnet werden, ob das

Perzeptron aus Abbildung 5.5 feuert:

1:0,56405-1>15=1>1,5
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Die Aussage ist falsch, deshalb feuert das Perzeptron nicht und labelt den Eingabepunkt A
mit 0 (rot).

1-3+0,5-3210=45=>15
Die Aussage ist wahr, deshalb feuert das Perzeptron und labelt den Eingabepunkt B mit 1

(griin).

Auch ein Blick auf folgende Abbildung bestétigt, dass sich der Eingabepunkt A im roten und
Eingabepunkt B im griinen Halbraum befindet.

XQ‘
3 )
B
2+
1+
1 2 3 X1

Abb. 5.6: Datenpunkt A wird mit 0 (rot) und Datenpunkt B mit 1 (griin) gelabelt.

5.1.4.2 Trainingsdaten und Delta-Lernregel

Damit das Perzeptron zuverldssig klassifizieren kann, muss es vorab trainiert werden. Dazu
werden gelabelte Daten als Trainingsdaten benétigt. Zunéchst werden die Gewichte und der
Schwellenwert durch zufillige Werte vorbelegt. Das Perzeptron berechnet dann fiir einen

Trainingsdatenpunkt die Ausgabe (Label) und vergleicht diese mit dem tatséchlichen Label.

Folgende Abbildung (5.7) zeigt vier Trainingsdatenpunkte, von denen geméaf der aktuellen

Konfiguration des Perzeptrons zwei richtig und zwei falsch klassifiziert werden wiirden.

131



132

KAPITEL 5  Das Perzeptron als Grundbaustein eines kiinstlichen neuronalen Netzes

Daten- Xo
X1 | x9 Label h
punkt
3 .B
A 0,5 | 1 | 0 (rot)
B 3 3 | 1 (grin)
C 0,25 | 2 | 1 (griin) 94
D L5 | 1 | 0 (rot)
14
X1 1
Ausgabe
*2 0,5 1 2 3 361

Abb. 5.7: Das kiinstliche Neuron klassifiziert zwei der vier Trainingsdaten falsch.

Weichen die Label voneinander ab, miissen Gewichte und Schwellenwert und damit die Lage
der Geraden angepasst werden. Nachdem die Ausgabe des Perzeptrons (berechnetes Label) mit

dem tatsichlichen (erwarteten) Label verglichen wurde, gibt es drei Félle zu unterscheiden:

Fall 1: Berechnetes Label stimmt mit dem erwarteten Label tiberein

Das Perzeptron hat die Klassifizierung fiir diesen Datenpunkt richtig durchgefiihrt. Eine
Anpassung der Gewichte und des Schwellenwerts ist somit nicht erforderlich. In Abbildung 5.7

trifft das auf die Datenpunkte A und B zu.

Fall 2: Berechnetes Label ist kleiner als das erwartete Label

Dieser Fall tritt im Beispiel bei Datenpunkt C auf, da das erwartete Label den Wert 1 besitzt,
aber das Perzeptron als Ausgabe den Wert 0 liefert, denn die gewichtete Summe 1-0,25+0,5-2
ist kleiner als der Schwellenwert 1,5. Um die Trennlinie der beiden Halbrdume in Richtung des
Datenpunktes C zu bewegen, werden die Gewichte w; und wo erhoht und der Schwellenwert

0 verringert.

Fall 3: Berechnetes Label ist grofier als das erwartete Label

In Abbildung 5.7 tritt dieser Fall bei Datenpunkt D auf, da die gewichtete Summe 1-1,5+0,5-1

grofler als der Schwellenwert 1,5 ist und somit das Perzeptron eine 1 ausgibt, obwohl der
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Datenpunkt mit 0 gelabelt ist. Die Situation ist nun umgekehrt zu Fall 2, dementsprechend

werden die Gewichte w; und wo verringert, dagegen der Schwellenwert 6 erhoht.

Mithilfe dieser Falle kann die Delta-Lernregel, ein Verfahren zur Anpassung der Gewichte
und des Schwellenwerts, hergeleitet werden. Hierzu wird festgelegt, dass der Fehler der

Klassifikation, dargestellt durch den Buchstaben Delta ¢, durch
0 = Labeleryartet — Labelperechnet

berechnet wird. Im Fall 1 hat 6 den Wert 0, im Fall 2 ist 6 =1 und im dritten Fall 6 = —1.

Nun erfolgen die Anpassungen der Gewichte beziehungsweise des Schwellenwerts anhand

folgender Formeln:

= wi+a-90-x1

<
—_
|

wo+a-6-xy (5.1)

<
<

N>
Il

0 = 0-a-6

Die Formeln stellen sicher, dass sich die separierende Gerade auf ,schnellstem®“ Weg in die

richtige Richtung bewegt.

An dieser Stelle tritt der Hyperparameter a € R* auf, der als Lernrate bezeichnet wird. Diese

beschreibt, wie stark die Anpassung in Richtung des Datenpunkts erfolgen soll.

Abbildung 5.8 veranschaulicht den Einfluss der Lernrate auf die Anpassung der beiden
Gewichte und des Schwellenwerts. Hierbei wurde ein Lernschritt der Delta-Lernregel mit

Datenpunkt C(0,25 | 2) fiir drei verschiedene Werte von a durchgefiihrt.

Man erkennt, dass ein grofler Wert von a dazu fithrt, dass eine zu starke Anpassung in
Richtung des Trainingspunkts stattfindet. Damit kann man gegebenenfalls bei der Anpassung
der Gewichte und des Schwellenwerts iiber das Ziel hinausschieflen. Wahlt man die Lernrate
zu klein, so wird die Trennlinie zwar in die richtige Richtung bewegt, aber es sind sehr
viele Schritte nétig, bis eine passende Positionierung gefunden wird. Im obigen Beispiel
scheint eine Lernrate von 0,1 gut geeignet zu sein, allerdings ldsst sich das nicht pauschal auf
andere Szenarien iibertragen. In der Praxis hat es sich als vorteilhaft erwiesen, mit grofien
Lernraten zu starten und den Wert sukzessive zu verkleinern. Es gibt noch eine Reihe weiterer
Moglichkeiten der Optimierung, eine genauere Betrachtung wiirde aber den Rahmen der

Handreichung sprengen.
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Ausgabe

Ausgabe

Ausgabe

1,0025

Ausgabe

Beispiel: Berechnungen fiir Lernrate a = 0,1

Perzeptron vor dem Trainingsschritt: w, = 1;wo =0,5;0 = 1,5
Trainingsdatenpunkt C: x; = 0,25; xo = 2; Labeleryartet = 1; Labelperechnet = 0
0 = Labeleryartet — Labelperechnet =1 —0=1
wi=wi+a-6-x=1+0,1-1-0,25=1,025
wh=wot+a-6-x2=05+0,1-1-2=0,7

0 =0-a-6=15-0,1-1=14

Abb. 5.8: Einfluss der Lernrate auf die Anpassung der Gewichte und des Schwellenwerts nach einem

Schritt der Delta-Lernregel.
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5.1.4.3 Algorithmus zur Delta-Lernregel

Die bereits formulierte Delta-Lernregel wird folgendermafien auf die Menge der Trainingsdaten

angewendet:

Belege Gewichte und Schwellenwert mit zufélligen Werten vor
Wiederhole bis eine Abbruchbedingung erfiillt ist
Wiederhole fiir alle Trainingsdatenpunkte
Bestimme mit dem Perzeptron Labelperechnet des aktuellen Datenpunkts
Berechne 6 = Labeleryartet — Labelperechnet
Passe die Gewichte und den Schwellenwert geméfl den Formeln 5.1 an.
Ende Wiederhole

Ende Wiederhole

Ein Abbruchkriterium des Algorithmus ist, dass in einem kompletten Durchlauf alle Trainings-
daten bereits richtig klassifiziert sind und dadurch keine Anpassung der Gewichte und des
Schwellenwerts mehr vorgenommen werden musste. Mit diesem Abbruchkriterium liefert der
Algorithmus genau dann (Rosenblatt, 1960) ein sinnvolles Ergebnis, wenn die Trainingsdaten

linear separierbar sind.

Falls die Trainingsdaten nicht linear separierbar sind (s. Abbildung 5.9), wiirde der Algorithmus
nach obiger Abbruchbedingung nicht terminieren. Daher kann als weitere Abbruchbedingung
beispielsweise auch eine maximale Zahl an Iterationen festgelegt werden. Je nach Trainingsda-
ten kann dennoch eine zufriedenstellende Losung erreicht werden (s. Abbildung 5.9, links),
allerdings gibt es auch Falle (s. Abbildung 5.9, mittig und rechts), in denen ein Perzeptron

keine brauchbare Separierung ermitteln kann.
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Abb. 5.9: Drei Beispiele fiir Daten, die nicht linear separierbar sind.

5.1.5 Das Perzeptron im n-dimensionalem Raum

Die Ungleichung wq - x1 + wo - xo + ...+ w, - x, = 0 lasst sich umformen zu

X1 w1
X9 w9
o -6>0
Xn Wn
—— —
=X =W

Das Perzeptron wiirde feuern, wenn der Eingabevektor X im entsprechenden Halbraum liegt,

in den der Vektor W zeigt.

Im Folgenden soll nun ein Perzeptron als Funktion f : R” — {0;1} mit X € R” als Eingabe

modelliert werden. Man zerlegt die Berechnung der Ausgabe in zwei Teilschritte:

X1 w1
X2 W2

> | [ —~o0/1
*n Wi

Abb. 5.10: Das Perzeptron verarbeitet die Eingaben in zwei Schritten: Gewichtete Summe bilden
(links) und Aktivierung berechnen (rechts).
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Der erste Schritt (Abbildung 5.10, blaue Einfarbung links) ist die Berechnung der Differenz
aus der gewichteten Summe anhand der Eingaben und des Schwellenwerts. Diese Berechnung

erfolgt mithilfe der Ubertragungsfunktion:

beertragung(xl,xg, e Xp) =S WX FWo X W, X, — 0

Je nachdem, ob mit der gewichteten Summe der Schwellenwert unterschritten wurde, ist der
Wert der Ubertragungsfunktion kleiner als 0, anderenfalls grofier gleich 0. Da das Perzeptron
nur den Wert 0 oder 1 ausgeben soll, wird in einem zweiten Schritt (Abbildung 5.10, gelbe
Einfirbung, rechts) die Ausgabe a der Ubertragungsfunktion mit einer weiteren Funktion

verarbeitet:

1 fallsa=>0
f Heaviside(a) =
0 fallsa<O0

Diese Funktion wird als Heaviside-Funktion bezeichnet. Sie ist eine Aktivierungsfunktion,
denn sie entscheidet anhand der gewichteten Summe und des Schwellenwerts, ob das kiinstliche

Neuron ,aktiviert“ wird, also feuert.

Die Funktion f : R" — {0;1} des Perzeptrons lédsst sich damit als Verkettung der beiden

Funktionen beertragung und fHeaviside Schreiben:

f(x].ax2’ o ,xn) = fHeaviside (beertragung (x].ax27 e ,xn))

Der Wertebereich der Heaviside-Funktion ist bindr und somit diskret. Das mag zwar

den natiirlichen Prozessen der Nervenzelle recht nahekommen, besitzt aber Nachteile

gegeniiber einer reellwertigen Ausgabe:

¢ Die Bestimmung der Gewichte und des Schwellenwerts wird bei kiinstlichen neu-
ronalen Netzen, deren Grundbaustein das einfache Perzeptron ist, mithilfe eines
Optimierungsalgorithmus gelost; dieser Algorithmus basiert meist auf einem Gra-
dientenabstieg!. Solche Verfahren benétigen als Aktivierungsfunktion eine stetig

differenzierbare Funktion, um effizient arbeiten zu kénnen.

IDer Backpropagation-Algorithmus ist ein solches Verfahren. Er ist im Lehrplan der 13. Jahrgangsstufe

verankert.
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o Kiinstliche neuronale Netze eignen sich grundsétzlich auch zur Berechnung einer
Regression. Durch eine Beschrinkung auf die Werte 0 und 1 in der Ausgabe ist
das nicht moglich, da in der Regel Funktionen approximiert werden, die in einen

kontinuierlichen Werteraum abbilden.

e Das Ergebnis der Klassifizierung eines Datenpunkts, der sich recht nahe oder sogar
auf der Trennlinie beziehungsweise Trennebene befindet, ist mit deutlich héherer
Unsicherheit behaftet als ein weiter entfernter. Eine Ausgabe nahe 0,5 wiirde bspw.

signalisieren, dass das Perzeptron keine sichere Aussage treffen kann.

Aus diesen und weiteren Griinden werden in der Praxis vorzugsweise kontinuierliche
Aktivierungsfunktionen verwendet. Etabliert hat sich in den letzten Jahrzehnten die

Sigmoid-Funktion

1
fsig(x) = Trex’

die entsprechend Abbildung 5.11 (b) auf den Wertebereich zwischen 0 und 1 abbildet,
streng monoton steigend und stetig differenzierbar ist. Alternativ werden auch andere
Funktionen, oftmals mit linearem Charakter (Abbildung 5.11 (c¢) und (d)) herangezogen.
Sie weisen zwar ein mathematisch weniger giinstiges Verhalten auf, lassen sich aber am

Computer effizient berechnen, wodurch dieser Nachteil ausgeglichen wird.

1.2 1.2
10F 10F
0.8 F 0.8F
0.6 | 0.6 |
04F 04F
0.2F 0.2+
0 0
_0.2 1 1 1 1 1 1 _0.2 1 1 1 1 1 1
-6 -4 -2 0 2 4 6 -6 -4 -2 0 2 4 6
(a) Heavidside-Funktion (b) Sigmoid-Funktion
1.2 1.2
1.0F 1.0F
0.8 0.8}
0.6 F 0.6 -
04F 04F
0.2F 0.2F
0 0
_0.2 1 1 1 1 1 1 _0‘2 1 1 1 1 1 1
-3 -2 -1 0 1 2 3 -3 -2 -1 0 1 2 3

(c) Stiickweise lineare Funktion (d) ReLU-Funktion

Abb. 5.11: Uberblick iiber verschiedene Aktivierungsfunktionen.
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5.1.6 Implementierung in Java

Es folgt ein Vorschlag fiir eine Implementierung
eines Perzeptrons in der Programmiersprache
Java. Die zugrunde liegende Modellierung wur-
de in der Klassenkarte rechts dargestellt. Wie
man sieht, beschrinkt sich das Beispiel auf zwei
Eingaben. Méchte man das Programm auf den
n—dimensionalen Raum verallgemeinern, so muss
man lediglich die Gewichte und die Eingaben
durch ein Feld ersetzen. Als Aktivierungsfunkti-
on wird die Heaviside-Funktion verwendet, die in
der Methode berechneAktivierung implemen-

tiert ist.

5.1 Fachliche Grundlagen

PERZEPTRON
wl
w2
theta
lernrate

Perzeptron(neuelernrate)
berechnelabel (x1,x2)
lerne(x1,x2,erwartetesLabel)

berechneUebertragung(x1,x2)

berechneAktivierung(a)

public class Perzeptron {

private double wil;
private double w2;
private double theta;

private double lernrate;

public Perzeptron(double neuelLernrate) {

lernrate = neuelernrate;

public void lerne(double x1, double x2, double erwartetesLabel) {

double delta = erwarteteslLabel - berechnelLabel (x1,x2);

wl = wl + lernrate * delta * x1 ;
w2 = w2 + lernrate * delta * x2 ;

theta = theta - lernrate * delta;

public double berechneLabel(double x1, double x2) {

return berechneAktivierung(berechneUebertragung(x1,x2));
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private double berechneUebertragung(double x1, double x2) {

return wl * x1 + w2 *x x2 - theta;

private double berechneAktivierung(double a) {
if(a >= 0) {

return 1.0;

}
else {

return 0.0;
}

Die programmierte Klasse beschriankt sich lediglich auf das Perzeptron. Zum Training des
Perzeptrons mit mehreren Datenpunkten wird mindestens eine weitere Klasse bendtigt. Deren
Implementierung weist der Lehrplan nicht explizit aus, kann aber zum Testen angegeben

werden (siehe Abschnitt 5.3.3).

5.1.7 Vom Perzeptron zum kiinstlichen neuronalen Netz

5.1.7.1 Erkennung von mehr als zwei Klassen

Wenn das einfache Perzeptron zur Klassifizierung verwendet wird, wird jeder Datenpunkt mit
0 oder 1 gelabelt. Das heifit, mit einem Perzeptron ldsst sich lediglich ein Zweiklassenproblem
l6sen. Ein einfaches Perzeptron ist also ein ,bindrer® Klassifikator. Tabelle 5.1 zeigt, wie
bisherige Szenarien der Handreichung auf das Klassifizierungsverfahren mit einem einfachen

Perzeptron abgebildet werden kénnten.

Inwieweit sich die Szenarien allerdings fiir eine Klassifizierung mit einem einfachen Perzeptron
eignen, hangt davon ab, ob sich die Datenpunkte aus der Trainingsmenge linear separieren

lassen.



5.1 Fachliche Grundlagen

Szenario Eingaben (Merkmale) Ausgabe: 0 | Ausgabe: 1

Klassifizierung | Korpergewicht, Korpergrofle, Korper- | Ménnlich Weiblich
y,ménnlich“ oder | fettanteil

ysweiblich“ S. 87

Sprachener- Durchschnittliche Wortldnge, relative Vo- | Deutsch Franzosisch

kennung S. 82 kalh&ufigkeit

Fische S. 40 Musterung, Bauchfarbe, Schuppenfarbe, | Friedlich Aggressiv
Flossenfarbe

Bewerbung Staatsangehorigkeit, Geschlecht, Eng-| Abgelehnt | Eingeladen

S. 70 lischkenntnisse, Weitere Sprachen, Aka-

demischer Abschluss, Berufserfahrung

Tabelle 5.1: Abbildung von Szenarien der Handreichung auf das Klassifizierungsverfahren

mit einem einfachen Perzeptron.

Betrachtet man das Szenario ,Sprachenerkennung (s. Seite 82), das im Rahmen des k-néchste-
Nachbarn-Algorithmus vorgestellt wurde, so stellt sich die Frage, ob es mit dem Verfahren
auch moglich ist, zwischen mehr als nur zwei Klassen (beispielsweise Englisch, Franzosisch und
Deutsch) zu unterscheiden. Dieses Problem wird geldst, indem man fiir jede Klasse ein eigenes

Perzeptron verwendet, das nur feuern soll, wenn die zugehorige Klasse erkannt wurde.

0

Wortlinge: 6,13

rel. Vokalhaufigkeit: 0,377

Abb. 5.12: Erkennung mehrerer Klassen.

Zur Veranschaulichung wurde in Abbildung 5.12 dargestellt, wie man mit drei Perzeptronen,
die zur Erkennung der jeweiligen Sprache trainiert wurden, anhand der Eingaben eine Klassi-
fizierung durchfiihren kann. Zur besseren Ubersicht wurde auf die Darstellung der jeweiligen

Gewichte und Schwellenwerte verzichtet. Da nur das Perzeptron, das zur Erkennung deutscher
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Texte trainiert wurde, feuert, ist das Label ,deutsch* auch das Klassifizierungsergebnis.

Von einer Verwendung der Heaviside-Funktion als Aktivierungsfunktion ist hier abzuraten,
da die Klassifizierung scheitert, wenn es zu widerspriichlichen Ausgaben kommt. Dies ist der
Fall, wenn beispielsweise sowohl das Perzeptron fir , Franzosisch“ als auch das Perzeptron fiir
,Englisch* feuert. Wiirden die Perzeptronen stattdessen eine kontinuierliche Aktivierungsfunk-
tion verwenden, so kénnte beispielsweise fiir Franzosisch der Wert 0,89 und fiir Englisch der
Wert 0,74 ausgegeben werden. Somit legt man sich zwar auf das Label , Franzosisch” fest, man
wiisste dann aber auch, dass eine erhebliche Verwechslungsgefahr mit dem Label , Englisch“

besteht.

5.1.7.2 Das Perzeptron als Baustein eines kiinstlichen neuronalen Netzes

Im Vergleich zu vielen anderen Klassifikatoren bendtigt das kiinstliche Neuron kaum Speicher-
platz und das Klassifizieren ist sehr recheneffizient. Lassen sich die Merkmale aber nicht in zwei
linear separierbare Halbrdume aufteilen, so ist dieses Verfahren zur Klassifizierung ungeeignet.
Allerdings kénnen, dhnlich wie Nervenzellen, auch kiinstliche Neuronen miteinander verbunden
werden. Dies erlaubt dann weitaus komplexere Anordnungen der Trainingsdatenpunkte, wie
folgende Abbildung veranschaulicht:

X2 f X2

Abb. 5.13: Beispiele einer korrekten Klassifizierung von Datenpunkten, die nicht linear separierbar

sind.

Um aus einzelnen kiinstlichen Neuronen ein kiinstliches neuronales Netz zu bilden, miissen die

Ausgaben der einzelnen Neuronen mit den Eingaben weiterer Neuronen verbunden werden.
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Fin einfaches kiinstliches neuronales Netz mit nur fiinf Neuronen sieht beispielsweise wie in

Abbildung 5.14 dargestellt aus.

X]  —

X |

02

Eingabeschicht Versteckte Schicht Ausgabeschicht

Abb. 5.14: Fiunf Neuronen zu einem kunstlichen neuronalen Netz kombiniert.

Dabei wird in der Darstellung zwischen drei Schichten unterschieden. Die Eingabeschicht
besteht aus Neuronen, die mit den Eingabedaten direkt verbunden sind und diese direkt
an die néchste Schicht weiterleiten. Darauf folgen eine oder mehrere ,versteckte“ Schichten,
die zwischen der Ein- und der Ausgabeschicht liegen. Diese Schichten werden als versteckt
bezeichnet, weil ihre Neuronen normalerweise nicht direkt angesteuert und ihre Ausgabe(n)
nicht direkt beobachtbar sind. Die Ausgabeschicht besteht aus Neuronen, die die Ausgabe des

Netzes erzeugen, die beispielsweise das Ergebnis einer Klassifizierung sein kann.

Das Netzwerk aus Abbildung 5.15 besteht aus vier Eingabeneuronen, zwei versteckten Schichten
mit fiinf beziehungsweise drei Neuronen und zwei Ausgabeneuronen. Der Ubersichtlichkeit

halber wurde auf die Beschriftung der Gewichte und Schwellenwerte verzichtet.

Durch das Hinzufiigen von zusédtzlichen versteckten Schichten beziehungsweise durch die
Erhohung der Anzahl der Neuronen in den versteckten Schichten kénnen immer komplexere
Zusammenhinge modelliert werden. Gleichzeitig besteht aber auch die Gefahr der Uber-
anpassung, wie sie bereits im Kapitel Entscheidungsbaum auf Seite 41 thematisiert wurde.
Die optimale Konfiguration der versteckten Schichten hédngt von der Aufgabenstellung ab

und kann nicht pauschal angegeben werden. Das Hinzufiigen von immer mehr versteckten
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Eingabeschicht Versteckte Schichten Ausgabeschicht

Abb. 5.15: Ein kiinstliches neuronales Netz mit zwei versteckten Schichten.

Schichten fiihrt dazu, dass das kiinstliche neuronale Netz immer ,tiefer wird, was auch als
,Deep Learning* bezeichnet wird. Es existieren Anwendungen, insbesondere in der Bildverar-
beitung, mit hunderten bis tausenden versteckten Schichten. Allerdings sind die Schichten
nicht zwangslédufig so engmaschig miteinander verbunden, wie in Abbildung 5.15 dargestellt
wurde. Des Weiteren existieren noch andere Arten von kiinstlichen neuronalen Netzen, die

sich darin unterscheiden, wie die jeweiligen Schichten miteinander verbunden sind.

Die Delta-Lernregel des Perzeptrons ist eine Form des iiberwachten Lernens. Bei kiinstlichen
neuronalen Netzen kommt die Delta-Lernregel ebenfalls zum Einsatz, muss aber fiir die
Neuronen der versteckten Schichten modifiziert werden, da der Fehler ¢ nicht direkt ermittelt
werden kann. Diese verallgemeinerte Delta-Lernregel wird als Backpropagation-Algorithmus
bezeichnet und ist aktuell der am héufigsten eingesetzte Algorithmus zum tiberwachten Lernen
von kiinstlichen neuronalen Netzen. Diese konnen auch mit anderen Arten des maschinellen
Lernens trainiert werden, die dafiir benotigten Trainingsverfahren unterscheiden sich aber
erheblich von der Delta-Lernregel. Eine vertiefte Betrachtung der kiinstlichen neuronalen

Netze erfolgt im LehrplanPLUS der 13. Jahrgangsstufe.
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5.2 Didaktische Hinweise / Bezug zum Lehrplan

5.2.1 Einordnung in den Lehrplan

Im LehrplanPLUS findet sich folgende Kompetenzerwartung zum Themenkomplex Perzeptron

und kiinstliche neuronale Netze:

Die Schiilerinnen und Schiiler erldutern die Funktionsweise eines kiinstlichen Neurons
(Perzeptron) und beschreiben den grundsatzlichen Aufbau eines kiinstlichen neuronalen

Netzes.

Als Inhalte zu den Kompetenzen wird neben dem Perzeptron auch die Delta-Lernregel
angegeben. Es wird darauf hingewiesen, dass die Schiilerinnen und Schiiler bereits in der
achten Jahrgangsstufe im Fach Biologie den Aufbau und die Funktionsweise einer Nervenzelle

kennengelernt haben.

Im Hinblick auf das einfache Perzeptron wird die Kompetenzerwartung beziiglich der Informatik

(NTG) und der spét beginnenden Informatik folgendermaflen unterschieden:

o Informatik 11 (NTG)

Die Schiilerinnen und Schiiler implementieren ein kiinstliches Neuron.

o Spit beginnende Informatik 11 (HG, SG, MuG, SWGQG)

Die Schiilerinnen und Schiler simulieren ein kiinstliches Neuron.

Zwar wird von den Schiilerinnen und Schiilern am NTG nicht explizit eine Simulation gefordert,
es bietet sich aber dennoch an, vor der Implementierung eine Simulation durchzufithren, um
die Funktionsweise des kiinstlichen Neurons, insbesondere die Idee der Delta-Lernregel, zu

veranschaulichen.

Dariiber hinaus erwerben die Schiilerinnen und Schiiler bei der Behandlung des Perzeptrons

zusétzlich folgende Kompetenz:

Die Schiilerinnen und Schiiler analysieren den FEinfluss von Trainingsdaten und
Parametern auf die Zuverlissigkeit der Ergebnisse eines Verfahrens maschinellen

Lernens, ggf. unter Verwendung eines geeigneten Werkzeugs.
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Gerade im Hinblick auf den Einfluss der Trainingsdaten lasst sich beim Perzeptron zeigen,
dass nur dann sinnvolle Ergebnisse zu erwarten sind, wenn eine lineare Separierbarkeit der
Datenpunkte moglich ist. Beziiglich der Delta-Lernregel spielt die Lernrate als Hyperparameter
eine sehr wichtige Rolle, da von dieser abhéngt, wie viele Schritte notwendig sind, bis der

Algorithmus terminiert.

5.2.2 Durchfiihrung

Der Vorschlag zur Durchfithrung des Themenkomplexes ist unabhéngig von der Ausbildungs-
richtung, da sich der einzige Unterschied in den Kompetenzerwartungen des Lehrplans auf die
Implementierung des Perzeptrons bezieht. Der entsprechende Abschnitt 5.2.2.4 der Handrei-

chung kann dann fiir den spét beginnenden Informatikunterricht iibersprungen werden.

Insgesamt werden fiir den Themenkomplex drei Unterrichtsstunden fiir den spét beginnenden
Informatikunterricht vorgeschlagen. Im Informatikunterricht des NTG kann die Implementie-

rung des Perzeptrons in weiteren zwei Stunden durchgefiihrt werden.

5.2.2.1 Einstieg

Es bietet sich an, nicht direkt mit dem informatischen Modell des Perzeptrons einzusteigen,
sondern zunéchst zu thematisieren, dass sich viele technische Anwendungen die Natur zum
Vorbild machen. Hierzu kénnte man in einer Prisentation (siche Material in Abschnitt 5.3.1.2)
Bilder zeigen, bei denen die Schiilerinnen und Schiiler die passende technische Anwendung

erkennen beziehungsweise zuordnen sollen. Typische Beispiele sind:

Mohnblumen = Salzstreuer

Kletten-Pflanzen = Klettverschluss

Saugnépfe der Tentakel eines Kraken = Saugnapf einer Halterung

Schere einer Krabbe = Zange
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Ausgehend von dieser Zuordnung ldsst sich in einem Unterrichtsgespriach motivieren, dass
man das Ziel, ndmlich intelligentes Verhalten zu simulieren, durch eine digitale Nachahmung
des Gehirns erreichen kann. Dazu wird zunéchst die Nervenzelle als fundamentaler Baustein

des Gehirns genauer betrachtet.

Hier kann an das Vorwissen der Schiilerinnen und Schiiler aus der achten Jahrgangsstufe
Biologie angekniipft werden. Dies kann mit folgender Umsetzung erfolgen: Die Schiilerinnen
und Schiiler sehen sich einen kurzen Film zum Thema ,Neuronen“ mit der Vorgabe an, eine
Nervenzelle zu skizzieren und die Bestandteile zu beschriften. Ein geeigneter Film lésst sich

in der ByCS Mebis-Mediathek finden: https://mebis.link/neuronen.

5.2.2.2 Informatische Modellierung eines Neurons

Nachdem die biologische Nervenzelle thematisiert wurde, sollte als nichstes behandelt werden,
wie man diese informatisch modellieren kann. Dies koénnte iiber eine Présentation oder
Videosequenz erfolgen (Material in Abschnitt 5.3.1.2). Ohne auf das Lernverfahren selbst
einzugehen, ist es bereits an dieser Stelle sinnvoll, klarzustellen, dass der Schwellenwert und
die Gewichte durch maschinelles Lernen ermittelt werden. Es ist prinzipiell ausreichend, wenn

die Schiilerinnen und Schiiler anhand der Gleichung
Wi X1+ wo-x9 20

eine Aussage dariiber treffen kdénnen, ob ein Perzeptron feuert, also den Wert 1 ausgibt, oder
nicht feuert, also den Wert 0 ausgibt. Eine mathematische Formulierung als Verkettung von
Ubertragungs- und Aktivierungsfunktion ist nicht notwendig.

Hinweis: Anstelle des Symbols 6 fiir den Schwellenwert findet man in manchen Werken auch das

Zeichen S.

An dieser Stelle empfehlen sich Ubungsaufgaben, bei denen die Schiilerinnen und Schiiler
flir ein gegebenes Perzeptron berechnen, ob fiir gegebene Eingaben ein Perzeptron feuert
oder nicht. Das kann beispielsweise so geschehen, dass ausgehend von einem Perzeptron mit
wi =-2,wy =5,0 =10 Eingaben fiir x; und x5 jeweils im Wertebereich [0;4] verteilt
werden. Die Jugendlichen sollen fiir ihre Werte berechnen, ob das Perzeptron feuert, und in
ein Koordinatensystem einen entsprechend roten beziehungsweise griinen Punkt markieren.

Hierzu eignet sich eine Tafel, aber auch ein vorbereitetes Flipchart-Blatt mit roten und griinen
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Klebepunkten.

Bei diesem Vorgehen erkennen die Schiilerinnen und Schiiler, dass das Koordinatensystem
linear in zwei Hélften aufgeteilt wird. Man kann dann eine Trennlinie einzeichnen lassen, die

durch eine mathematische Umformung der Formel
—2-x1+5-x2=10

zur Geradengleichung

X9 = 0,4 X1+ 2
bestétigt werden kann.

Fiir eine alternative Herangehensweise findet man im Material-Abschnitt 5.3.1.3 zur Handrei-
chung zum einen eine Videosequenz, in der der obige Vorgang simuliert wurde, zum anderen
eine Computeranwendung, bei der die Simulation mit beliebig konfigurierten Perzeptronen

durchgefithrt werden kann.

5.2.2.3 Delta-Lernregel

Bevor der Algorithmus thematisiert wird, ist es sinnvoll, die Schiilerinnen und Schiiler selbst-
stédndig im Rahmen eines Szenarios die Gewichte und den Schwellenwert eines Perzeptrons
manuell durch ,,Ausprobieren ermitteln zu lassen. Dazu sollten Trainingsdaten vorbereitet und
auf eine geeignete Lernsoftware zuriickgegriffen werden. Der Vorteil dieser Herangehensweise
ist, dass die Schiilerinnen und Schiiler explorativ lernen, welche Auswirkungen eine Erhéhung
beziehungsweise Verringerung der Gewichte und des Schwellenwerts mit sich bringt. Es stehen
mehrere Tools zur Verfiigung (s. Abschnitt 5.3.2), mit denen das Perzeptron simuliert werden

kann.

Nachdem die Schiilerinnen und Schiiler manuell die Gewichte und den Schwellenwert des
kiinstlichen Neurons ermittelt haben, soll nun die Frage nach einer automatisierten Umsetzung
des Lernverfahrens in Form eines Algorithmus thematisiert werden. Dazu bietet es sich an, ein
Beispiel (s. Abbildung 5.16) zu prasentieren, bei dem ein Perzeptron bereits so konfiguriert

ist, dass nur ein Datenpunkt knapp falsch klassifiziert wird.

Anhand dieses und weiterer Beispiele konnen nun die Formeln (zunéchst fiir @ = 1) zur Delta-

Lernregel erldutert werden (s. Abschnitt 5.1.4.2). Insgesamt sollen die drei Moglichkeiten fiir
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Abb. 5.16
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e \ : Ausgabe
.F
.B
1,5
@
A
.G

: Ein vorkonfiguriertes Perzeptron, das alle Trainingsdaten bis auf Datenpunkt C richtig

klassifiziert.

die Belegung von ¢ veranschaulicht werden.

Der Einfluss der Lernrate @ kann am besten mit einem Tool (s. Abschnitt 5.3.2) verdeutlicht

werden. Die Schiilerinnen und Schiiler verwenden dabei Trainingsdaten, die linear separierbar

sind. Dadurch kann der Algorithmus terminieren, wenn alle Trainingsdaten richtig klassifiziert

werden.

Hinweis:

Die Erlduterung der Delta-Lernregel kann auch mithilfe des Tools ,,Demonstrator fiir
maschinelles Lernen“ (genauer in Abschnitt 5.3.2) erfolgen, da hierbei die Schritte samt
Berechnungen visualisiert werden und man jederzeit Zugriff auf alle Parameter hat

(s. Abbildung 5.17).
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O Manuell (durch den Menschen) (© Maschinell (Delta-Lerregel)
Einzelschritt | | Endlosschleife starten (© Langsam
O mittel
Ghiistra Al Lemrate o 0,00001 |w ) schnell
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Abb. 5.17: Veranschaulichung der Delta-Lernregel mithilfe des Tools ,,Demonstrator fiir maschinelles

Lernen®.
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5.2.2.4 Implementierung des Perzeprons (nur NTG)

Vor der Implementierung bietet es sich an, zunachst das kiinstliche Neuron zu modellieren.

Dazu stellt man ein Perzeptron, das zuvor schon im Unterricht behandelt wurde, zunéichst als

Objekt dar:

x| 1 p1 : PERZEPTRON
1 =1
Ausgabe "
w2 = 0,5
*2 0,5 theta = 1,5
1,5 lernrate = 0,01

Abb. 5.18: Modellierung eines Perzeptrons als Objekt.

Wie man sieht, wird in dem Beispiel von zweidimensionalen Datenpunkten ausgegangen, was

ausreicht, um die Kompetenzerwartung zu erfiillen.

Im Gegensatz zum Attribut lernrate erscheinen wil, w2 und theta recht offensichtlich.
Theoretisch wére denkbar, auf den Hyperparameter zu verzichten und einen Wert als Konstante
bei der Implementierung direkt in den Code einzufiigen. Dies hat aber den Nachteil, dass man
dann die Moglichkeit verliert, diesen Wert zur Laufzeit zu &ndern.

Als néchstes wird geklart, welche Methoden

ein Objekt der Klasse PERZEPTRON bereitstel- SERZEPTRON

len muss, woraufhin dann die Klasse modelliert -

werden kann. Aus objektorientierter Sicht wa- ~

re es zwar geschickter, die Ubertragungs- und —  theta

Aktivierungsfunktion in eigene Methoden aus- — lernrate

zulagern, da man dann diese in Unterklassen + Perzeptron(neuelernrate)
einfach tiberschreiben konnte (um beispielswei- + berechneLabel (x1,x2)

se die Heaviside- mit der Sigmoidfunktion aus- + lerne(xl,x2,ervarteteslabel)

zutauschen).
Da dies aber vorher nicht explizit thematisiert wurde, konnen die Schiilerinnen und Schiiler
diese zusétzlichen Methoden nicht nachvollziehen. Die Java-Klasse, die in Abschnitt 5.1.6 auf

Seite 139 prasentiert wurde, kann fiir den Unterricht vereinfacht werden:
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public class Perzeptron {

private double wil;
private double w2;
private double theta;

private double lernrate;

public Perzeptron(double neueLernrate) {

lernrate = neuelernrate;

public void lerne(double x1, double x2, double erwartetesLabel) {
double delta = erwartetesLabel - berechnelabel(x1,x2);
wl = wl + lernrate * delta * x1;
w2 = w2 + lernrate * delta * x2;

theta = lernrate * theta - delta;

public double berechneLabel(double x1, double x2) {
if(wl * x1 + w2 * x2 >= theta) {
return 1.0;
} else {

return 0.0;

Im Unterrichtsverlauf kénnte die Wahl des Datentyps des Riickgabewerts der Methode
berechnelabel (x1,x2) thematisiert werden. Die Entscheidung fiir double ldsst sich dahinge-
hend erkléren, dass bei den Formeln auch einige Variablen double-Werte abspeichern und eine
Mischung von verschiedenen Datentypen innerhalb einer Berechnung héufig zu Problemen
fiihrt. Damit wére auch erklart, warum der Parameter erwartetesLabel ebenfalls mit double

deklariert wurde.
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Hinweis: Es ist fiir die Schiilerinnen und Schiiler wenig motivierend, nur die Java-Klasse zu
programmieren, ohne danach zu sehen, wie das Perzeptron mit Trainingsdaten lernt.
Tatséchlich ist aber der zeitliche Aufwand, den Rahmen fiir ein Training im Unterricht zu
implementieren, kaum zu rechtfertigen, zumal dies keinen Kompetenzgewinn beziiglich
der im Lehrplan ausgewiesenen Erwartungen bringt. Daher sollte eine Klasse, die das
selbst implementierte Perzeptron nutzt, den Schiilerinnen und Schiilern zur Verfiigung
gestellt werden (s. Abschnitt 5.3.3), damit sie auch erleben konnen, wie ,ihr“ Perzeptron
lernt. An dieser Stelle bietet es sich an, differenziert nach Leistungsstand der Schiilerinnen
und Schiiler unterschiedlich weit ausgearbeitete Vorlagen zu verwenden. Fiir besonders

leistungsstarke Schiilerinnen und Schiiler besteht die Moglichkeit, das Perzeptron fir

n-dimensionale Eingaben mit einer indizierten Datenstruktur zu implementieren.

5.2.2.5 Aufbau eines kiinstlichen neuronalen Netzes

Als Einstieg bietet es sich an, anhand von Beispielen noch einmal hervorzuheben, dass das
Perzeptron auf Trainingsdatenpunkte beschrankt ist, die sich linear separieren lassen. In

folgender Abbildung ist offensichtlich keine trennende Gerade moglich:

X2

3 @

D
©)
E
@
B
2+
.A .
G
(©)
C
1
.F
0 1 2 3 X1

Abb. 5.19: Trainingspunkte, die sich nicht linear separieren lassen.

®
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Dennoch kann plausibel gemacht werden, dass man das Problem in zwei Teilprobleme zerlegen
kann, fiir die jeweils ein Perzeptron zusténdig ist:

X2

3 .D
® Perzeptron 1
E
—0,05
.B X1 ,Uo
2 -
., Ausgabe
.G /
1 g ® 2 1
F
2,1
0 1 2 3 X1
X2
3 .D
Perzeptron 2
@)
2 L
Ausgabe
1 L

Abb. 5.20: Separierung der beiden oberen griinen Datenpunkte (oben) bzw. der beiden unteren

griinen Datenpunkte (unten) jeweils durch eine Gerade.

Man kann erkennen, dass Eingaben dann mit einer 1 (griin) gelabelt werden miissen, wenn
entweder das Perzeptron 1 oder das Perzeptron 2 feuert. Dies kann dadurch erreicht werden,
dass die Ausgaben beider Perzeptronen in ein drittes Perzeptron als Eingaben flielen, das

genau dann feuert, wenn mindestens eine 1 eingegeben wird (Abbildung 5.21).

Somit wird den Schiilerinnen und Schiilern deutlich, warum es lohnend sein kann, einzel-
ne Neuronen zu einem kiinstlichen neuronalen Netz zu verbinden. Darauthin kénnen die

verschiedenen Schichten eingefiihrt werden (Abbildung 5.22).
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X2

Abb. 5.22: Kiinstliches neuronales Netz mit fiinf Neuronen zur Separierung der Datenpunkte aus

Abb. 5.21: Separierung der grin bzw.

X —p

O—> Ausgabe
7 |

XQ | 0.5

-1,5

Eingabeschicht Versteckte Schicht Ausgabeschicht

Abbildung 5.19.

rot gelabelten Datenpunkte durch zwei Geraden.
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5.3 Material

5.3.1 Einfilhrung des Perzeptrons

5.3.1.1 Bilder zu technischen Anwendungen und den Vorbildern aus der Natur

In Abschnitt 5.2.2.1 sollten die Schiilerinnen und Schiiler technische Anwendungen ihren Vor-
bildern aus der Natur zuordnen. Hierzu befindet sich im Materialordner die Présentation Die
Natur als Vorbild.pptx, die fiir den Unterricht geeignetes Bildmaterial enthélt. Die Bilder
stehen grofitenteils unter einer Creative-Commons-Lizenz. Die entsprechenden Nutzungsrechte

sind auf der zweiten Folie aufgefiihrt.

5.3.1.2 Gegeniiberstellung Nervenzelle und Perzeptron (Présentation / Video)

Im Materialordner befindet sich eine Présentation, die sich zur Einfithrung des einfachen
Perzeptrons eignet. Dabei findet eine Gegeniiberstellung zur Nervenzelle statt. Ziel ist die
Einfithrung der Ungleichung, mit der gepriift werden kann, ob das Perzeptron feuert: wi - x1 +
ws - x9 = 0. Des Weiteren befindet sich im gleichen Ordner ein kurzes Video zur Einfiithrung
der Ungleichung. Man kénnte dieses Video beispielsweise einsetzen, wenn man nach dem

Flipped-Classroom-Prinzip arbeitet.

5.3.1.3 Simulation eines Perzeptrons

Wenn die Schiilerinnen und Schiiler das kiinstliche Neuron kennenlernen, ist es wichtig, zu
veranschaulichen, dass durch dieses Modell eine lineare Trennung der Daten stattfindet. Hierzu
gibt es im Materialordner eine Anwendung, mit der man ein Perzeptron (fiir zweidimensionale
Datenpunkte) konfigurieren kann. Anschliefend kann man fiir einzelne Datenpunkte, die man

entweder manuell eingibt oder zufillig gewéhlt werden, berechnen, ob das Perzeptron feuert.

Die Ergebnisse werden durch Datenpunkte, die entsprechend der berechneten Label gefarbt
sind (Wertebereich [0; 5] auf beiden Achsen), visualisiert. Aus diesen ldsst sich auf eine Gerade

schlieflen, die die Datenpunkte separiert.
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8! Simulation Perzeptron - a *

-
.- x1: [2 \\5‘

- x2: [1,6 4

u
] - ]
|
- u
- - = = Berechne einmal fir zufallige Werte von x1 und x2
[} o ST
u Berechne endlos fiir zuféllige Werte von x1 und x2
wl: w2 Schwellenwert
5 -4 |1 Hinweis: Dezimaktrennung durch Komma z.B. 3.5)

Abb. 5.23: Anwendung zur Simulation eines einfachen Perzeptrons.

Bei den Eingaben muss darauf geachtet werden, dass die Dezimaltrennung durch ein Komma
erfolgt. Die Anwendung wurde unter .NET entwickelt und sollte auf allen Systemen lauffahig
sein, die die Plattform unterstiitzen. Bei Windows ist sie beispielsweise automatisch integriert.
Auf Linux-Systemen miisste vorher das Mono-Paket installiert werden. Zusétzlich befindet

sich im Materialordner ein kurzes Video, das die Benutzung des Programms durchspielt.

5.3.2 Delta-Lernregel

5.3.2.1 Demonstrator fir maschinelles Lernen

Um den Schiilerinnen und Schiilern die Funktionsweise der Delta-Lernregel (s. Abschnitt 5.2.2.3)
zu veranschaulichen, bietet es sich an, im Unterricht den Demonstrator fiir maschinelles Lernen
einzusetzen. Die neueste Programmversion kann auf der Seite https://klassenkarte.de
heruntergeladen werden. Die Anwendung wurde in Java entwickelt und setzt daher eine
aktuelle Java-Installation (mindestens Version 8) voraus. Nach dem Start stehen die Auswahl-

moglichkeiten aus Abbildung 5.24 zur Verfiigung.

Fiir die Delta-Lernregel ist nur die rechte Seite von Bedeutung. Die Schaltfliche ,,Sprachener-
kennung: Gewichte lernen“ bezieht sich auf das Szenario, das in Abschnitt 4.1.2 beschrieben

wurde. Ahnlich wie beim k-néichste-Nachbarn-Algorithmus (s. Abschnitt 4.3.2) kénnen im


https://klassenkarte.de
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B - o x
k-Nachster-Nachbar Einfaches Perzeptron (Neuron)
{ Sprachenerkennung: Klassifikation J [ Sprachenerkennung: Gewichte lernen J

{ Sprachenerkennung: Abschitzung von k J

{ CSV-Daten: Klassifikation J [ CSV-Daten: Gewichte lernen

{ CSV-Daten: Abschétzung von k J

Uber dieses Programm

Abb. 5.24: Startmenii des Demonstrators fiir maschinelles Lernen.

Verzeichnis ,,daten_ sprachen_ perzeptron“ Trainingsdaten in Form von Textdateien abgelegt
werden. Da es sich beim Perzeptron um einen bindren Klassifikator handelt, werden alle
Texte, deren Dateinamen mit ,,1_“ beginnen, der Klasse 1 (Perzeptron feuert) zugeordnet,

alle anderen der Klasse 0 (Perzeptron feuert nicht).

Alternativ kénnen durch Betétigung der unteren Schaltfliche die Trainingsdaten aus einer
CSV-Datei eingelesen werden (s. Abschnitt 4.3.2.3). Dabei kann ein Datenpunkt wieder nur

mit ,,0“ oder ,,1“ gelabelt sein.

Nach dem Start offnet sich das Hauptfenster. Dem Benutzer bzw. der Benutzerin stehen
zwei Moglichkeiten zur Verfiigung, um das Perzeptron zu konfigurieren. Standardmaéafig ist
»Manuell“ ausgewéahlt (s. Abbildung 5.25, Pfeil). Im unteren Bereich des Fensters befinden
sich drei Schieberegler, mit denen die Gewichte und der Schwellenwert eingestellt werden

konnen.

Wahlt man die Option ,Maschinell“ (s. Abbildung 5.26, Pfeil 1), so werden zusétzliche
Elemente eingeblendet. Bei der Wahl von , Einzelschritt* (Pfeil 2) kann anschaulich die Delta-
Lernregel fiir einen ausgewédhlten Datenpunkt durchgespielt werden. Die Lernrate @ kann
ebenfalls konfiguriert und jederzeit geindert werden. Durch den Klick auf ,Weiter® werden

die einzelnen Schritte ausgefithrt und die Ergebnisse der Berechnungen angezeigt.

Das Trainieren des Perzeptrons dauert im Einzelschrittmodus in der Regel zu lange. Daher
kann man alternativ die Delta-Lernschritte in einer Endlosschleife wiederholen lassen (Pfeil 3).
Die Geschwindigkeit, mit der trainiert wird, kann iiber die Optionsknépfe rechts gesteuert

werden. Die Wiederholung lasst sich durch einen weiteren Klick auf die Schaltfliche (Pfeil 3)
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Abb. 5.25: Durch die drei Regler im unteren Bereich l&sst sich das Perzeptron manuell konfigurieren.

Das Perzeptron als Grundbaustein eines kiinstlichen neuronalen Netzes
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Im Materialordner befindet sich das Video Perzeptron trainieren.mp4, das anhand des

Abb. 5.26: Veranschaulichung der Delta-Lernregel.

Demonstrators fiir maschinelles Lernen die Delta-Lernregel erklért.

®
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5.3.2.2 Perzeptron-Simulator

An der Didaktik der Informatik der Universitiat Passau wurde der Perzeptron-Simulator
(s. Abbildung 5.27) entwickelt, der sich ebenfalls eignet, die Delta-Lernregel zu veranschaulichen.
Wie beim Demonstrator fiir maschinelles Lernen koénnen Trainingsdaten iiber eine CSV-Datei
geladen werden. Das Tool ist sowohl auf Windows- als auch auf Apple-Geréten lauffahig. Die

Software sowie das zugehorige Benutzerhandbuch finden sich im Materialordner.

&3 Perzeptron Simulator - Beta 1.4 = @
Modus auswihlen ‘Wiihlen Sie die Trainingsdaten aus:
|Lineare Kiassifikation ~| Offnen [« Documents/Git_Hub_Projekte_Uni_Passau/Simulator_Perzeptron/Datensaetze/Trai mw

Geben Sie hier die Parameter ein:

Gewicht wy: 1 Gewicht wy: 1 Schwellenwert 8: 1 Initialisieren O Lernrate einblenden

Ausgabe Perzeptron: 1
Ausgabe Perzeptron: 0

7 aAx,
6
5
Nachster Trainingspunkt
4 14
[an)
® 3
> E
2.0(=» 1.0) 5 2 .
Erwartete Ausgabe: 1 = |
Automatisch trainieren Trainieren Zuriicksetzen x1
0 -
Korrekt klassifiziert: [N
Bisherige Anzahl an Trainingsschritten: 4 -
O Neuen Punkt klassifizieren 724 ) 0 2 4 8 8 10
Merkmal A
O Halbriume anzeigen  Ansicht
= .
#€ QB O Nichster Trainingspunkt Tenngerade
Trainingsprotokoll Trenngerade
Berechnung des Fehlers &: Die Gleichung der Trenngerade lautet momentan:
& = Erwartete Ausgabe - Berechnete Ausgabe=1-0=1 -3.0x + 4.0x; =1.0
Aktualisierung der Gewichte:
W= wy+ % =-3.0+ 0.0 =-3.0
wzi=wy+x;=0.04+4.0=4.0
8:=0-1=2.0-1=1.0
Didaktik der Informatik - Universitéit Passau Tobias Fuchs, Wolfgang Pfeffer

Abb. 5.27: Grafische Oberfliche des Perzeptron-Simulators.

5.3.3 Testen der Implementierung des Perzeptrons

Im Rahmen dieser Handreichung wird eine Java-Klasse zur Verfligung gestellt, mit der Schii-
lerinnen und Schiiler ihre eigene Implementierung des Perzeptrons testen kénnen. Hierzu
findet man im Materialordner ein BlueJ-Projekt (ImplementierungPerzeptron Vorlage),

das diese Klasse enthalt und an die Schiilerinnen und Schiilern verteilt werden kann.

Nach dem Offnen des BlueJ-Projekts steht die Klasse LABOR zur Verfiigung. Nachdem die Schii-

lerinnen und Schiiler die Klasse Perzeptron entsprechend dem Vorschlag in Abschnitt 5.2.2.4

159
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entwickelt haben, kénnen sie ein Objekt der Perzeptron-Klasse erzeugen. Anschlieflend instan-
ziieren sie ein Objekt der Klasse LABOR und iibergeben das Perzeptron-Objekt im Konstruktor.
Die Klasse LABOR hat folgende Methoden:

ladeTrainingsdaten(Dateiname)

Hiermit kann eine CSV-Datei gedffnet werden, die gelabelte Daten enthélt. Die Formatierung
ist kompatibel mit dem Dateiformat fiir den Demonstrator fiir maschinelles Lernen (s. Ab-
schnitt 5.3.2.1). Alle Datenpunkte, die nicht mit einer 1 gelabelt wurden, erhalten das Label
0. Der beste Speicherort fiir die Trainingsdaten ist das Projektverzeichnis, da man hier auf

die Angabe eines Dateipfades verzichten kann.

visualisiere()

Es wird ein Fenster geoffnet, das die Trainingsdatenpunkte in einem Koordinatensystem
anzeigt. Wie beim Demonstrator fiir maschinelles Lernen findet eine Skalierung statt, um
die Datenpunkte tibersichtlich anzuzeigen. Dennoch flielen in die spédteren Berechnungen die
Originaldaten und nicht die skalierten Daten ein. Die Schiilerinnen und Schiiler kénnen in der
Anzeige zuséatzlich Trainingsdatenpunkte hinzufiigen oder l6schen. Die Visualisierung steht
auch dann zur Verfiigung, wenn keine Trainingsdaten aus einer Datei geladen wurden. Somit
kénnen die Schiilerinnen und Schiiler mit verschiedenen Konstellationen der Datenpunkte
experimentieren. Nach dem Trainingsvorgang werden die Halbrdume angezeigt, indem das
Perzeptron-Objekt alle Punkte des dargestellten Koordinatensystems auswertet und diese

dann in der Oberfliche rot bzw. griin eingefarbt werden.

iuberprifePerzeptron()

Die Methode zeigt anhand einer Bildschirmausgabe die Anzahl an Trainingspunkten, die von
dem Perzeptron aktuell falsch klassifiziert werden. Hierbei wird die Methode zur Klassifizierung

eines Datenpunktes des Perzeptron-Objekts verwendet.

trainiereEinmal ()

Das Perzeptron wird einmal mit allen Datenpunkten trainiert, indem jeweils die Lern-Methode

des Perzeptron-Objekts aufgerufen wird. Die Reihenfolge der Datenpunkte ist zufallig.

trainiere(MaximaleAnzahlAnDurchl&ufen)

Die Methode trainiereEinmal () wird so lange wiederholt, bis alle Trainingspunkte richtig

®
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klassifiziert werden. Uberschreitet die Anzahl der Iterationen den Wert, der als Methodenpa-

rameter iibergeben wurde, so bricht die Wiederholung ab.

Die Arbeit mit der Projektvorlage wird in Abbildung 5.28 dargestellt. Es bietet sich an, dass
sich die Schiilerinnen und Schiiler die Objektkarte des Perzeptrons anzeigen lassen, da sie
so direkt mitverfolgen konnen, wie sich die Attributwerte nach jedem Training &ndern. Im

Materialordner befindet sich ein Video, in dem die Verwendung der BlueJ-Vorlage vorgefiihrt

wird.
=2 - u] X <& Blue): ImplementierungPerzeptron - O X
Projekt Bearbeiten Werkzeuge  Ansicht  Hilfe
| Neue Kiasse... | I\ LABOR
=il
| Ubersetzen |
PERZEPTRON
A
d
geerbt von Object v
void LadeTrainingsdaten(String Dateiname)
void Trainiere(int maximaleAnzahlAnDurchlufen)
woid TrainiereEinmal()
wvoid Visualisiere()
void UberprifePerzeptron()
Inspizieren
Linker Mausklick: Datenpunkt mit Label 1 wird hinzugefiigt
Alle Datenpunkte Entfernen
Rechter Mausklick: Datenpunkt mit Label 0 wird hinzugefugt -
Klick auf Datenpunkt: Datenpunkt wird entfernt
pERZEPTR1 : PERZEPTRON
private double w1 0.1718220000000329
private double w2 -0.12360799999980222
—
o
Abb. 5.28: Arbeiten mit der LABOR-Klasse der Projektvorlage.
. .
Hinweis:

Samtliche Bezeichner, wie Klassen- und Methodennamen, sind von der Lehrkraft beziehungs-
weise den Schiilerinnen und Schiilern frei wéhlbar. Das LABOR-Objekt erkennt die benotigten

Methoden an ihrer Signatur:

Label berechnen:

double Methodenname(double Parameterl, double Parameter2)
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Delta-Lernschritt:

void Methodenname(double Paramil, double Param2, double Param3)

Sollte es zu einer Mehrdeutigkeit kommen, so wiirde bei der Instanziierung eine Aufforderung
erscheinen, die entsprechende Methode anzugeben. Wichtig ist, dass der dritte Parameter der
Methode, in dem ein Schritt der Delta-Lernregel durchgefiihrt wird (s. Abschnitt 5.28), das
Label angibt.

5.3.4 Weitere Anwendungen

5.3.4.1 Open Roberta

Hierbei handelt es sich um eine Online-Entwicklungsumgebung (https://www.open-roberta.
org/), in der Schiilerinnen und Schiiler mit einer graphischen Programmiersprache arbeiten
(s. Abbildung 5.29). Entwickelt wurde das Open-Source-Projekt vom Fraunhofer-Institut
TAIS. Teil des sehr umfangreichen Pakets sind auch Module zum Perzeptron beziehungsweise
zu kiinstlichen neuronalen Netzen. Ein virtueller Roboter kann beispielsweise anhand von
Sensordaten lernen, wie er Hindernisse umfahrt. Der Lehrplanabschnitt, der sich auf das
Perzeptron beziehungsweise auf das kiinstliche neuronale Netz bezieht, ldsst sich damit
prinzipiell umsetzen. Da das Szenario nur die Robotik betrifft und die Schiilerinnen und Schiiler
vorab Erfahrungen mit dem System sammeln miissen, bevor sie sich mit dem Perzeptron
beschéftigen, ist Open Roberta gut fir den Lernbereich 5 ,Vertiefung” (NTG Lehrplan)

geeignet.

5.3.4.2 Unravel

Ein weiteres Online-Tool, das sich im Lernbereich 5 ,Vertiefung* (NTG Lehrplan) gewinn-
bringend einsetzen lésst, ist Unravel (https://klassenkarte.de). Mit dieser didaktischen
Anwendung lassen sich alle Schritte eines Bilderkennungssystems, angefangen von der Aufnah-
me bis hin zur Klassifikation mit einem kiinstlichen neuronalen Netz, durchspielen. Trainings-
und Testdaten lassen sich von den Schiilerinnen und Schiilern selbst generieren, da die An-

wendung auf eine angeschlossene Kamera (beispielsweise Dokumentenkamera oder Webcam)


https://www.open-roberta.org/
https://www.open-roberta.org/
https://klassenkarte.de
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zugreifen kann. Das Video https://www.youtube.com/watch?v=hqJrYbcJ5po fiihrt in das

System ein.

D e 9 & o B O .I.D

PR 1 1, R R A TR0 BLROMALEE METT M

BedafAo

ﬂ

Abb. 5.29: Programmierumgebung des Open Roberta Labs.

Unravel - Neuronale Netze erforschen
Merkmale Klassen Trainingsbilder
@ Tomate S\ \8 Klasse (] 2
Pfirsich v »
G Flache @ Avfel |\ y‘
— Aufnehmen
TG = [ =g
— ~
(O Banane [\ [X
8 o N]_| © ¢

@ Zitrone || <] a . - -
Kamera: [ MO-1 Video Camera device (09a1.0011) v (0 Piirsich N X / /

Vorverarbeitung Merkmalsraum Neuronales Netz Verstackte Schicht

Ubersicht

Anzahl Eingangsneuronen: 6
Versteckte Schichten: 1
Anzahl Ausgang: 7

Delalls anzeigen

D ———
Training

Einzeichnen [EES
Aktueller Merkmalsvektor A B LR
| Training starten

0.1643, 1.112, 0.3453, 0.319
06328, 14243

X Farse | ¥, Fibche

Abb. 5.30: Mit dem Online-Tool Unravel konnen Schiilerinnen und Schiiler alle Schritte eines

Bilderkennungssystem erleben.

5.3.5 Aufgabenbeispiel fiir eine Leistungserhebung

In der Fabrik eines Lebensmittelkonzerns werden Schachteln mit jeweils acht Fischstdbchen

automatisiert befiillt. Leider kommt es in seltenen Féllen vor, dass in einer Verpackung zu wenig
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Fischstdbchen enthalten sind. Daher soll der Prozess kiinftig mithilfe kiinstlicher Intelligenz
unter Zuhilfenahme eines Perzeptrons iiberwacht werden. Dabei soll dieses ,feuern®, wenn ein
fehlerhaftes Produkt erkannt wurde, um es dann auszusortieren. Hierzu misst ein Sensor die
Helligkeit des reflektierten Lichts [ (Mafieinheit Candela) einer offenen Schachtel mit weiflem
Boden und eine Waage misst die Masse m der Schachtel in Gramm. Da sich das Produkt bei
der Messung auf einem Forderband befindet, sind die Messungen allerdings fehlerbehaftet.
Zur Verdeutlichung werden in der folgenden Abbildung zwei Beispiele dargestellt.

m = 252 [ =45

Korrektes Produkt Fehlerhaftes Produkt

(1) Beurteilen Sie, inwieweit die beiden Merkmale ,reflektiertes Licht“ [ und ,,Masse* m fur

die Aufgabe geeignet sind.

Losungsvorschlag:

Fehlen Fischstdbchen, dann ist die Masse geringer als diejenige einer vollen Schachtel.
Gleichzeitig wird mehr Licht reflektiert, weil ein groflerer Teil der Fliche des weiflen
Schachtelbodens beleuchtet wird. Wenn die Messungen genau genug sind, damit die

Datenpunkte linear separierbar sind, dann ist das Perzeptron gut geeignet.

(2) Offnen Sie den Demonstrator fiir maschinelles Lernen und verwenden Sie die CSV-
Datei. Diese enthilt Trainingsdaten, die von dem Programm normalisiert wurden.
Bestimmen Sie moglichst geeignete Parameter des Perzeptrons fiir die normalisierten

Trainingsdatenpunkte.

Losungsvorschlag:

wi=-026, wy=034; 6=4

(3) Gegeben ist der skalierte Datenpunkt, der durch die Werte x; = 400 und xo = 150

festgelegt ist. Bestimmen Sie die Ausgabe des Perzeptrons aus Teilaufgabe 2 und

®
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interpretieren Sie das Ergebnis.

Losungsvorschlag:

-0,26-400+0,34-150>4 < -53>4

Das Perzeptron feuert nicht, da der Schwellenwert nicht tiberschritten wird. Das bedeutet,

das Produkt wird als korrekt klassifiziert.

Das Perzeptron soll unter Zuhilfenahme weiterer gelabelter Daten trainiert werden.
Beschreiben Sie den Ablauf eines Schritts mit der Delta-Lernregel. Eine Betrachtung

der Lernrate ist nicht gefordert.

Losungsvorschlag:

Als Erstes wird fiir einen Trainingsdatenpunkt das Label berechnet. Entspricht das
erwartete Label dem berechneten Label, so sind keine Anpassungen der Gewichte und
des Schwellenwerts notig. Ist das erwartete Label kleiner als das berechnete Label, so
missen die Gewichte verringert und der Schwellenwert erhoht werden. Falls das erwartete
Label grofler als das berechnete Label ist, dann miissen die Gewichte erhéht und der

Schwellenwert verringert werden.
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6.1 Fachliche Grundlagen

6.1.1 Hoffnungen und Sorgen

,Dichten® und ,richten® (Zweig, 2019, S. 206); fur Katharina Zweig sind diese beiden plakativen
Schlagworte fiir Anwendungen der KI mit besonderer Sorge fiir unsere Gesellschaft verbunden.
Wobei diese ,,Sorgen* nicht zwangslaufig zu Problemen, schidlichen Entwicklungen und
Dystopien fithren miissen. Vielmehr zeigen sie gesellschaftliche Handlungsfelder auf, in denen

Menschen aktiv werden miissen, um ,,Hoffnung® auf positive Entwicklungen zu schaffen.

Die Fahigkeit, dass Kl-gestiitzte Systeme kreative Aufgaben iibernehmen konnen (,dichten®),
stellt eine der dltesten Angste der Menschen vor Computersystemen dar. ,,Plétzlich® kénnen
Maschinen kreative Arbeiten erledigen, fiir die sie Fahigkeiten bendtigen, die bisher nur von
Menschen ausgefithrt werden konnten. Dieser Entwicklung muss auf arbeits-, bildungs- und
sozialpolitischer Ebene (vgl. Zweig, 2019, S.206) begegnet werden, um eine gesellschaftliche
Transformation zu begleiten und eine Disruption zu vermeiden. Der Sorge vor dem ,Richten*
muss mit technologischen, juristischen und ethisch-sozialen Aspekten entgegengetreten werden.
Kl-gestiitzte Entscheidungssysteme miissen im Hinblick auf Verwendung, Entwicklung und
Datennutzung nachvollziehbar gestaltet und genutzt werden. Dann kann sich auch aus diesen
Systemen eine Verbesserung im Hinblick auf Effizienz, Gerechtigkeit und Fairness ergeben.

Aus diesen Hoffnungen und Sorgen kénnen daher Chancen und Risiken fiir Individuum und
Gesellschaft abgeleitet werden, die aber nicht zwangslaufig zu ,,Gutem® oder ,,Schlechtem*
fiihren miissen. Sorgen kénnen so beispielsweise auch mit der Bestimmung entsprechender
Regeln oder Rahmenbedingungen ausgerdumt werden, bevor sie zu Risiken werden. Die

Hoffnungen werden erst zu Chancen, wenn sie umsetzbar sind und auch die gewiinschten

Ergebnisse erzielen.

Dieses Kapitel zeigt Ansatzpunkte und Strukturen fiir eine fundierte, differenzierte und
systematische Analyse der Chancen und Risiken von ausgewéhlten KI-Systemen auf. Damit
sollen die Schiilerinnen und Schiiler befdhigt werden, diese System aus technischer Sicht
(s. vorherige Kapitel) sowie aus der gesellschaftlichen, staatsbiirgerlichen und individuellen

Perspektive beurteilen zu kénnen.
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6.1.2 Die Rolle des Menschen in KI-Systemen

,Die Zukunft ist vorhersehbar und Morde kénnen durch Kiinstliche Intelligenz verhindert
werden [...][.] Das ist der Stoff fiir den Science-Fiction-Thriller ,Minority Report‘ mit Tom
Cruise. Doch Pre-Policing ist ldngst nicht mehr reine Zukunftsvision aus Hollywood: Die auf
Kiinstlicher Intelligenz basierenden Ermittlungsmethoden sind Teil alltdglicher Polizeiarbeit.”

(vgl. Bartlett-Mattis, 2021).

6.1.2.1 Beispiel Predictive Policing: SKALA

Die vom nordrhein-westfalischen Landeskriminalamt entwickelte Software SKALA soll Progno-
sen iiber Kriminalitéatsrisiken abgeben und diese mithilfe der Software SKALA|MAP auf einer
Karte visualisieren. Dazu werden neben den polizeilich aufgezeichneten Féllen auch infrastruk-
turelle Gegebenheiten und soziodemographische Informationen zur Kriminalitdtspravention
herangezogen. SKALA wurde 2016 bis 2018 in einem Forschungsprojekt entwickelt. Seither
ist es als Instrument zur ,,Prognose von Kriminalitdtsbrennpunkten“! fest in der Polizeiarbeit

etabliert.

Um zu verstehen, welche Auswirkungen dieses System auf die Gesellschaft und auf einzelne
Bevolkerungsgruppen hat, muss der Prozess des Predictive Policing nach Bode et al. (2017)

genauer betrachtet werden:

StalistiMaschineies Lomen
s A
e gglll gyl
Auswahl o

Sammlung Prognoseverwertung

Aufbereitung
¥ o 4 o+ 4 ¥

as

Abbildung 6.1: Ablauf des Predicitve Policing Prozesses (Bode et al., 2017, S. 2).

lhttps://polizei.nrw/artikel/projekt- skala-predictive-policing-in-nrw


https://polizei.nrw/artikel/projekt-skala-predictive-policing-in-nrw
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Schritt 1: Daten

Der Prozess beginnt im ersten Schritt mit der Sichtung und Auswahl von Datenquellen
sowie der Sammlung und Aufbereitung von Datensédtzen, die in den weiteren Bestand-
teilen des Prozesses verarbeitet werden. Mit entsprechender Software ist es moglich,
verschiedene Datenquellen miteinander in Beziehung zu setzen. Zentral ist hierbei die
raum- und zeitbezogene Zusammenfithrung. Dabei kénnen polizeiliche Vorgangsdaten
mit nicht-polizeilichen Daten (z. B. Daten zur Wetterlage, Wohnlage oder Entfernung zur
nichstgelegenen Autobahn) kombiniert werden. In diesem Zusammenhang ist wichtig,
dass alle ausgewéhlten Daten geografisch referenziert werden kénnen, sodass ein einheit-
licher, maschinell verarbeitbarer Datensatz vorliegt, der die Basis fiir Predictive Policing

darstellt. [...]

Schritt 2: Modellierung

Zu Beginn wird ein konkretes Modell unter Verwendung der vorliegenden historischen
Daten erstellt, um die Kriminalitdtslage moglichst angemessen in allen gewiinschten
Facetten abzubilden. Beispielsweise ware eine Modellierung mittels Regressionen, Ent-

scheidungsbdumen oder kiinstlicher neuronaler Netze maoglich. |...]

Schritt 3: Prognoseberechnung

Das erstellte Modell wird auf aktuelle bzw. mégliche zukiinftige Daten angewendet, um
die Wahrscheinlichkeit eines bestimmten Delikts in einer geografischen Bezugsgréfie zu
ermitteln. Dieser Schritt stellt die eigentliche Prognoseberechnung dar und ist, mit den
aus Schritt 2 gewonnen Erkenntnissen, das Herzstiick im Predictive-Policing-Prozess. Das
Ergebnis der Berechnung présentiert sich regelméaflig in einer Auswahl an geografischen
Ré&umen, die ein hoheres Kriminalitatsrisiko aufweisen als andere Rdume im gleichen

Prognosezeitraum. |...]

Schritt 4 / 5: Prognosedarstellung und -verwertung

Schritt 4 sieht die addquate Darstellung der Kriminalitédtsprognosen vor, um sie sodann

im Feld (meist durch operative Polizeieinheiten) einzusetzen (Schritt 5). [...]

Schritt 6: Evaluation

Dieser Schritt umfasst, bezogen auf den methodischen Predictive-Policing-Prozess, die
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durchgehende Evaluation und Bewertung der angewandten Methoden. Es handelt sich
um die formale, statistische Beschreibung von beobachteten Effekten, z. B. mit der Be-
rechnung von Trefferraten als auch durchgehende Plausibilitatspriifungen und Ad-Hoc
Verifikationen von Zwischenergebnissen, um beispielsweise die Eignung der gewéahlten
Methode in den Schritten 2 und 3 oder der gewédhlten Visualisierungstechnik in Schritt 4

kontinuierlich sicherzustellen. [...]

6.1.2.2 Predictive Policing: Hoffnung und Sorge

Mithilfe von Systemen wie SKALA koénnen Polizeibeamte in Echtzeit verdichtete Informa-
tionen aus unterschiedlichen Quellen erhalten und fiir ihre Arbeit nutzen. Damit kann die
Kriminalitat ggf. sogar schon vor der Entstehung verhindert werden. Ein unparteiisches
System, das objektiv die Fakten auswertet und darauf aufbauend Entscheidungen trifft, die
der Allgemeinheit nutzen (hier Verbrechen verhindert), ist eine Hoffnung fiir die Gesellschaft.
Wie eingangs bereits angesprochen, sind diese KI-Systeme oftmals auch mit Sorgen verbun-
den. So erkliarte das Bundesverfassungsgericht eine Datenanalyse-Software bei der Polizei in
Hessen und Hamburg fiir verfassungswidrig. Unter anderem beméngelten die Richterinnen
und Richter, dass die Art und die Menge der einsetzbaren Daten kaum begrenzt sei: ,,Die
Vorschriften unterscheiden insbesondere nicht nach Daten von Personen, die einen Anlass
flir die Annahme geben, sie konnten eine Straftat begehen oder in besonderer Verbindung
zu solchen Personen stehen, und anderen Personen. Sie lassen eine breite Einbeziehung von
Daten Unbeteiligter zu, die deshalb polizeilichen Ermittlungsmafinahmen unterzogen werden

konnten 2

»Ausgewertet werden mit der hessischen Software zunéchst einmal nur Daten aus Polizeibestan-
den. In einer der entsprechenden Datenbanken sind allerdings auch Opfer und Zeugen erfasst
— oder jemand, der beispielsweise einmal einen Kratzer am Auto zur Anzeige gebracht hat.
Die Gesellschaft fiir Freiheitsrechte (GFF), die die Uberpriifung in Karlsruhe angestoen hat,
sieht aulerdem die Gefahr, dass auch externe Daten einflielen, etwa aus sozialen Netzwerken.
Das System lade geradezu dazu ein, immer mehr Informationen einzuspeisen“? In diesem
Fall stellt sich die Frage, wie objektiv die Entscheidung derartiger Systeme tatséchlich sind.

Wie werden diese beeinflusst, oder besser, wer beeinflusst diese Systeme? Um zu analysieren,

’https://www.spiegel.de/netzwelt/netzpolitik/bundesverfassungsgericht-schraenkt-einsatz-von-

polizei-software-ein-a-6a707d74-feal-484b-al187-013£827b09c0
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an welchen Stellen der Entwicklung und Verwendung von KI-Systemen, wie dem Predicitve
Policing, menschliche Entscheidungen Auswirkungen auf das Ergebnis haben, kann die lange

Kette der Verantwortlichkeit (s. Abschnitt 6.1.2.3) herangezogen werden.

6.1.2.3 Menschen an Schaltstellen — die lange Kette der Verantwortlichkeiten

Mithilfe der langen Kette der Verantwortlichkeit (s. Abbildung 6.2) kénnen Einflussmoglich-
keiten des Menschen auf die Entwicklung und Verwendung von Kl-gestiitzten Entscheidungs-

systemen identifiziert werden.

~

Abbildung 6.2: Lange Kette der Verantwortlichkeiten (Zweig, 2019, S. 29).

¢

Im Folgenden wird bei den Bestandteilen der langen Kette der Verantwortlichkeit von , Fehlern
gesprochen, die nicht zwingend der Wortbedeutung nach auf falsches Verhalten zuriickzufiithren
sind, sondern auch auf Subjektivitit, Vorbelastung oder eigener Vorstellung der beteiligten

Personen fuflen. Trotzdem kénnen sie die Ergebnisse der KI-Systeme negativ beeinflussen.

Algorithmus

Bereits beim Design und in der Implementierung von Algorithmen kénnen verschiedene
handwerkliche Fehler auftreten. Die Moglichkeit, solche Fehler zu finden, hingt wesentlich

von drei Aspekten ab:

e Nutzerbasis: Von wie vielen Personen kann der Algorithmus verwendet werden? Es gilt:

Je mehr Anwender es gibt, desto wahrscheinlicher ist es, dass ein Fehler entdeckt wird.
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¢ Sperzifikation: Wie gut wurde das Verhalten des Algorithmus spezifiziert? Um Fehler
erkennen zu kénnen, ist es vor allem wichtig zu wissen, wie der Algorithmus in welchem

Fall reagieren sollte.

o Zuganglichkeit: Ist der Sourcecode 6ffentlich zugénglich? Je mehr Personen Zugang zum

Code haben, desto wahrscheinlicher ist es, dass ein Fehler auffallt.

Vorhandene Daten

Es gibt zahllose Beispiele von Datenerhebungen, die fehlerhafte Ergebnisse liefern, zum Beispiel

die Verwendung veralteter Datenbestéande.

Wurden in einem Wohnviertel in der Vergangenheit viele Verhaftungen durchgefiihrt, wiirde
dies vom Algorithmus in das Modell einbezogen werden. Hat in den vergangenen Jahren
allerdings ein grundlegender Wandel stattgefunden (z. B. durch Abriss und Neubau, der die
Sozialstruktur des Viertels verdndert hat), wiirde das nicht in vollem Umfang beriicksichtigt

werden.

Neue Daten

Bei der Eingabe von neuen Daten nach dem Training konnen Fehler die Aussagekraft des
Modells verzerren. So konnten Daten unvollstdndig oder fehlerhaft eingegeben werden. Héufig

ist der Mensch hier die Fehlerquelle.

Entscheidungsregeln

Hier stellt sich zunéchst die grundlegende Frage, ob iiberhaupt geniigend Datenpunkte vorhan-
den sind, um darin statistisch signifikante Muster zu finden und daraus gentigend abstrahierte
Regeln abzuleiten. So wird es vermutlich nie moéglich sein, einen Algorithmus zu konstruieren,
der die Eignung einer Kandidatin oder eines Kandidaten fiir eine Professur auf der Grund-
lage ihres oder seines Lebenslaufs stets korrekt vorhersagen kann. Dafiir sind die jeweiligen
Lebensldufe zu unterschiedlich und die jeweils relevanten Journale oder Konferenzen oder

Wirkungsstétten {iber die Jahre zu volatil, um aussagekraftige Muster zu extrahieren.

Das Erkennen falscher Resultate wird ebenfalls erschwert, wenn das Entscheidungssystem
keine fiir den Menschen einsichtige Erklarung fiir sein Ergebnis liefern kann (Erklérbarkeit).
Dann ist es nicht moglich, eine Person mit einer anderen Person in einer dhnlichen Lage zu

vergleichen.
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Interpretation

Die Algorithmen des maschinellen Lernens haben aus den Trainingsdaten gelernt, dass in der
Vergangenheit bestimmte Eigenschaften von Personen mit ihrem Verhalten korrelierten. Zum
Beispiel wird eine Person, die schon mehrfach vorbestraft ist, vermutlich wieder kriminell

werden.

Wenn den Nutzern des Systems nicht klar ist, was eine Vorhersage eigentlich ist, ndmlich eine
gruppenbasierte Wahrscheinlichkeit fiir ein bestimmtes Verhalten, kann es zu massiven Fehlin-
terpretationen kommen. Denn eine ,Riickfalligkeitsvorhersage von 60 %“ bedeutet, dass die zu
bewertende Person einer Personengruppe zugeordnet wurde, von denen 60 % wieder kriminell
wurden. Dieser gruppenbasierte Wert wird dann als das individuelles Risiko interpretiert, das
Verhalten von Menschen mit dhnlichen Merkmalsauspragungen wird ihnen womoglich zum

Verhdngnis.

Qualitat und Fairness

Im Wesentlichen geht es hier um die Fragen, wie viele Personen von einem solchen System
falsch zugeordnet werden (Qualitdt der Entscheidung) und welche individuellen und gesell-

schaftlichen Kosten die falsche Einordnung mit sich bringt.

Ist ein Unschuldiger im Geféngnis problematischer als ein Krimineller, der nicht gefasst wird?
Da derartige Fragen von entscheidender Bedeutung fiir die Gesellschaft sind, werden sie in

Abschnitt 6.1.3 ausfiithrlich behandelt.

Aktion

Eine grundlegende Frage ist, wer letztlich die Entscheidung trifft und auf welcher Grundlage
er dies tut. Was geschieht, wenn die Empfehlung des Algorithmus und die angedachte eigene
Entscheidung voneinander abweichen? So kdnnte ein Richter auch dann der Empfehlung des
Algorithmus zu einer Haftstrafe folgen, wenn sie nicht mit der eigenen Einschétzung des
Sachverhalts iibereinstimmt. Denn die negativen Konsequenzen bei einer Fehlentscheidung,
die gegen den Algorithmus getroffen wird, sind ggf. grofier als der personliche Nutzen fiir den

Richter bei einer richtigen Entscheidung entgegen der Empfehlung des Algorithmus.

Auf der anderen Seite kénnten sich Kriminelle an das Entscheidungssystem anpassen. Sie
konnen Tipps austauschen, mit welchem Verhalten und welchen Antworten sie als wenig riick-

fallgefahrdet von dem Algorithmus eingestuft werden und somit ihre personliche Einstufung
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verbessern.

Feedback

Manche Algorithmen beinhalten Echtzeitfeedback und kénnen so laufend verbessert werden.
Das Feedback kann jedoch auch negative Auswirkungen haben. So kann es zu selbstverstér-

kenden Feedbackschleifen kommen.

Wird aufgrund von Predictive Policing in einem Viertel hdufiger Streife gefahren, fithrt dies
meist zu mehr Festnahmen, weil auch mehr Kleinkriminalitdt entdeckt wird. Das wiederum
hat zur Folge, dass das System ,lernt“, dass hier viele Kriminelle leben, was die Anzahl der
Streifen weiter erhdhen konnte etc. Hier kommt es zu einer scheinbar objektiven Mafinahme,
die die tatsdchlich stattfindende Kriminalitdt jedoch héchst ungleichméfig verfolgt und daher
den Anschein erweckt, dass eine Teilgruppe viel krimineller ist als der Rest der Bevilkerung.

Auf diese Weise kann der Einsatz eines Entscheidungssystems zu mehr Ungleichheit fiihren.

Zusammenfassend kann man festhalten, dass die lange Kette der Verantwortlichkeit bei
der Analyse von KI-Systemen im Hinblick auf den menschlichen Einfluss bei der Erstellung
und Verwendung genutzt werden kann. Durch die strukturierte Betrachtung der Einfluss-
und Steuermoglichkeiten und der daraus entstehenden Fehlerpotentiale durch den Menschen
kénnen gesellschaftliche Auswirkungen des Einsatzes sachlich und wertfrei analysiert und

beurteilt werden.

6.1.3 Qualitat und Fairness

6.1.3.1 Operationalisierung ethischer Werte

»An KI wird vielfach die Erwartung gestellt, gerechtere oder fairere Entscheidungen zu treffen,
als es der Mensch bisher konnte, jedoch miissen diese Erwartungen gedampft werden. Was
fair oder gerecht ist, ist in einer weltanschaulichen Perspektive begriindet und kann von
einer KI niemals zu voller Zufriedenheit aller entschieden werden* (Krafft et al., 0.J.). Was
als fair und gerecht angesehen ist, muss also in der Gesellschaft diskutiert und kann nicht
abschlieBend pauschal definiert werden. Die Systeme des Predictive Policing haben beispiels-
weise in den USA génzlich andere Voraussetzungen im Hinblick auf Datenschutz, rechtliche

Regelungen und gesellschaftliche Akzeptanz. Daher setzen unterschiedliche Gesellschaften
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auch unterschiedliche Anforderungen an diese Systeme. Dabei darf aber die Gesellschaft nicht
nur in ihrer Gesamtheit betrachtet werden, sondern es miissen auch betroffene Teilgruppen
beachtet werden. Was geschieht, wenn es dazu kommt, ,,dass die gesellschaftliche Teilhabe
der algorithmisch bewerteten Personen behindert wird* (Zweig, 2019, S.208)? Oft kommen
Verfahren zum Einsatz, bei denen Menschen ohne ihr Wissen oder zumindest ohne ihre

Beteiligung in einer der in Abbildung 3 dargestellten Art bewertet werden.
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Abb. 6.3: Algorithmische Entscheidungssysteme, die Menschen bewerten (Zweig & Krafft, 2018, S.5).
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Beispielsweise weist die Schufa Menschen anhand der bekannten Daten einen Scorewert
(s. Abbildung 6.3 (a)) als Maf fiir ihre Kreditwiirdigkeit zu. Je geringer der Wert ausfallt,
desto ,,wahrscheinlicher* ist ein Kreditausfall. Menschen, die ihr Auto versichern, werden in
Schadensfreiheitsklassen (s. Abbildung 6.3 (b)) eingeordnet, was wiederum Auswirkungen
auf den Versicherungsvertrag hat. Eine algorithmische Klassifikation von Personen kann
auch als Grundlage fiir eine Vorhersage genutzt werden (s. Abbildung 6.3 (c)). Das System
entscheidet, welcher Gruppe von Personen mit bekanntem Ergebnis (0 oder 1) eine neue
Person (s. Abbildung 6.3 (c), Ergebnis ? in der Person links) am dhnlichsten ist. ,Wenn sich
[beispielsweise] herausstellt, dass von den meisten der festangestellten Kreditbewerberinnen
mit einem monatlichen Gehalt von mindestens 3.000€ ein Kredit in Hohe von 200.000 €
zurlickgezahlt wird, sieht es fiir Antragssteller mit denselben Eigenschaften gut aus. Der
Anteil der Personen in dieser Gruppe, die das gesuchte Verhalten aufweisen, wird dann als
Wabhrscheinlichkeit interpretiert, dass die Person das Verhalten in der Zukunft zeigen wird.“

(Zweig & Krafft, 2018, S.4).

All diese Systeme haben gemeinsam, dass die bewerteten Menschen keinen Einfluss auf die
Gestaltung der zugrunde liegenden Systeme haben. Betroffene kénnen ihren Schufa-Eintrag
nicht direkt &ndern, ihre Schadensfreiheitsklasse bei der Kfz-Versicherung nicht wechseln und
ihre Risikobewertung nicht anpassen. Somit miissen bei der Entwicklung und Verwendung
von KI-Systemen nicht nur Wertvorstellungen und rechtliche Rahmenbedingungen einer
Gesellschaft beachtet werden, sondern vor allem auch explizit die Gruppen im Fokus stehen,
die direkt von der Nutzung dieser KI-Systeme betroffen sind. Dies alles zu gewéhrleisten,
wird noch schwieriger, wenn Algorithmen dafiir sorgen, dass Verhaltensweisen automatisch
gelernt (s. vorherige Kapitel) werden. Um diese gesellschaftlichen, moralischen und ethischen
Aspekte fiir die KI umsetzbar und fiir den Menschen nachvollziehbar zu machen, miissen sie

operationalisiert und fest im System verankert werden.

Aber wie stellt man fest, ob ein KI-System nach diesen Vorgaben richtig arbeitet und das

Ergebnis auch gesellschaftlich akzeptabel ist?

6.1.3.2 Die Frage nach der ,,guten” Entscheidung

Um zu erkenne, ob KI-Systeme bereits in der Praxis eingesetzt werden kénnen, muss deren

Qualitat bestimmt werden. Dazu wurde in den vorhergehenden Kapiteln bereits die Bedeutung
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von Trainings-, Validierungs- und Testdaten mehrfach beschrieben. Erst wenn die Systeme fiir
Testdaten zufriedenstellende Ergebnisse liefern, kénnen sie auch fiir neue Daten eingesetzt
werden. Ein System kann in diesem Sinne der Praxis hinreichend gute Ergebnisse liefern,

dennoch koénnen die Entscheidungen im Hinblick auf andere Kriterien nicht ,, gut® sein.

Fraglich ist dabei, ob ,dieselbe Qualitdt auch fiir durch das Recht geschiitzte Teilgruppen
gilt, ob also die Entscheidungsqualitit nicht zwischen Teilgruppen diskriminiert® (Zweig &
Krafft, 2018, S.6). Diskriminierung bedeutet dabei die Benachteiligung von Gruppen oder
Einzelpersonen (s. Abschnitt 6.1.4), die gleiche Merkmalsauspriagungen aufweisen. Im Folgen-
den soll dies néher beleuchtet werden: Ein einfaches Beispiel zum Einstieg in diese Thematik
liefert der bekannte Konflikt zwischen ,Equality* (Gleichheit) und ,Equity“ (Gerechtigkeit)
(s. Abbildung 6.4).

Abb. 6.4: Visualisierung der Begriffe ,,Equality* und ,,Equity*.

Im linken Bild bekommen alle Personen die gleiche Hilfe, ndmlich ein gleich grofies Podest.
Rechts erhalten die Personen jeweils individuell die Hilfe, die sie bendtigen, um das Ziel zu
erreichen. Aber was ist fair? Ist es fair, dass Eltern in Deutschland unabhéngig von Einkommen,
finanzieller Konstitution und anderen Lebensumstinden den gleichen Betrag an Kindergeld fiir
ihren Nachwuchs erhalten (s. Abbildung 6.4, Equality)? Oder ist es fair, dass im System der
sozialen Sicherung (z. B. Sozialhilfe) jeder so viel bekommt, dass sein oder ihr Leben bestritten
werden kann (s. Abbildung 6.4, Equity)? Natiirlich ist diese Diskussion schon vielfach gefiihrt,
aber nie abschliefend geklart worden. Das kann sie auch nicht, da die Entscheidung, ob eine

Regelung fair ist, immer von der vorliegenden Mafinahme im jeweiligen gesellschaftlichen
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Kontext abhédngt. Man kann fiir eine Mafinahme, beispielsweise das Kindergeld, nur disku-
tieren, ob als Mafl Equity oder Equality angelegt werden soll. Beim Kindergeld hat man
sich augenscheinlich dafiir entschieden, den Eltern gleich viel Unterstiitzung zukommen zu
lassen, ohne auf die soziale und finanzielle Ausstattung der Familie zu achten. Wiirde man
stattdessen das Mafl Equity verwenden, wiirde die Beurteilung dieser Regelung allerdings

anders ausfallen.

Fiir die Akzeptanz eines KI-Systems ist es von hoher Bedeutung, dass seine Entscheidungen als
fair angesehen werden. Nur wenn der Algorithmus Ergebnisse liefert, die von der Gesellschaft
als ,fair“ empfunden werden, sollte das KI-System in der Praxis eingesetzt werden. Derartige
Systeme treffen allerdings nicht fiir alle Daten stets eine korrekte Entscheidung, sondern geben
fiir neue Eingaben oft nur Wahrscheinlichkeiten fiir erwartbare Ergebnisse an. Beispielsweise
liefert das Fallmanagement- und Entscheidungshilfesystem der US-Justiz COMPAS (Correctio-
nal Offender Management Profiling for Alternative Sanctions) eine Wahrscheinlichkeit, mit der
ein Angeklagter riickfillig wird. Dabei teilt die Software die Personen zuerst in Risikoklassen

ein und nimmt darauf aufbauend die Prognose iiber ihre weitere Entwicklung vor.

Was dies fiir das Individuum bedeuten kann, wird in einem Experiment deutlich (vgl. Zweig,
2019, S. 163 ff). Ahnlich wie bei einem Perzeptron wird dabei eine Trennlinie gesucht, die gela-
belte Datenpunkte in zwei Gruppen (Kriminelle und Unschuldige) aufteilt. In der Abbildung
6.5 sind Kriminelle und unschuldige Biirger anhand ihrer Auspridgung von zwei abstrakten

Kriterien, Kriterium 1 und 2, in einem Koordinatensystem abgebildet.
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Abb. 6.5: Ausgangslage des Experiments (Zweig, 2019, S.166).

Nun soll eine Trennline definiert werden, die Kriminelle und unschuldige Biirger ,,moglichst

gut” in zwei Gruppen teilt. ,Moglichst gut“ deshalb, weil es keine Méglichkeit gibt, die beiden
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Gruppen linear zu separieren

verfolgt werden:

1. Die Trennlinie wird so

(s. Abbildung 6.6).

Kriterium 2

Chancen und Risiken fir Individuum und Gesellschaft

. Grundsétzlich kénnen bei der Trennung zwei extreme Ansétze

gezogen, dass kein Unschuldiger als kriminell eingestuft wird
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Abb. 6.6: Kein Unschuldiger wird als kriminell eingestuft (Zweig, 2019, S. 166).

Bei diesem Ansatz ist es gesellschaftlich akzeptiert, dass nicht
alle Kriminelle (s. Abbildung 6.6, rote Punkte unterhalb der
Linie) gefasst werden. Ziel ist es, dass kein unschuldiger Biir-
ger zu Unrecht verurteilt wird (s. Abbildung 6.6, keine griinen
Punkte oberhalb der Trennlinie). Diesem Ansatz folgte schon
der englische Jurist William Blackstone 1760: ,, It s better
that ten guilty persons escape than that one innocent suffer.
Aus Sicht der unschuldigen Biirger scheint diese Handlungs-

maxime fair zu sein, da niemand zu Unrecht belangt wird.

Abb.

6.7: William

Blackstone.

Der Schutz der Gesellschaft wird dabei dem Schutz der Individuen untergeordnet. Dass

Kriminelle falschlicherweise in Freiheit bleiben, mag bei leichteren Vergehen akzeptabel

sein, wird aber bei schweren Straftaten wie Mord wohl eher auf wenig Akzeptanz in der

Gesellschaft treffen.
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2. Die Trennline wird so gezogen, dass alle Kriminellen verurteilt werden (s. Abbildung 6.8).
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Abb. 6.8: Kein Krimineller wird als unschuldig eingestuft (Zweig, 2019, S. 166).

Dadurch werden alle Kriminellen sicher als kriminell eingestuft (s. Abbildung 6.8, alle
roten Punkte iiber der Trennline), gleichzeitig aber auch einige Unschuldige (s. Abbil-
dung 6.8, griine Punkte iiber der Trennlinie). Diese Konfiguration hat zum Ziel, alle
Kriminellen zu fassen, akzeptiert aber auch, dass Unschuldige zu Unrecht kriminalisiert
werden. Ein Vertreter dieses Ansatzes, Dick Cheney, ehemaliger Vizeprésident der USA,

brachte dies am 14.12.2014 in einem Interview so zum Ausdruck:

»1 am more concerned with bad guys who got out and released
than I am with a few that, in fact, were innocent®. Betont
werden muss dabei, dass er sich vor allem darauf bezog, dass
terroristische Anschldge wie am 11. September 2001 zukiinf-
tig verhindert werden sollten. Bei Straftaten mit derartig
weitreichenden Konsequenzen fiir die Bevolkerung scheint es

schwer, ihm zu widersprechen. Aufgrund des Risikos wird

hier der Schutz des Individuum dem Schutz der Gesellschaft

Abb. 6.9: Dick Che-

untergeordnet.
ney.

Eine pauschale Anwendung dieses Ansatzes wiirde allerdings nicht von allen Biirgerinnen
und Biirgern getragen.

Obwohl es noch andere Moglichkeiten gibt, diese Trennlinie ggf. ,besser zu ziehen
(z. B. Fehler minimieren), zeigen diese beiden Extreme doch deutlich das Problem der
Fairness von KI-Systemen auf. Die fiir die Erstellung dieser Systeme verantwortlichen

Personen miissen sich fiir eine Positionierung der Trennlinie entscheiden und sich dabei
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der Bedeutung fiir alle Gruppen bewusst sein. Schon am Beispiel der Pilze (s. Abschnitt
3.1.4.2) wurde deutlich, dass auf keinen Fall ein giftiger Pilz als essbar klassifiziert werden
darf, wohingegen bei einer groflen Auswahl an Bewerbern (s. Kapitel 3.3.1) auch ein
qualifizierter Bewerber oder eine qualifizierte Bewerberin falschlicherweise ausgemustert
werden konnte. Zusétzlich muss das Qualitdtsmafl aber auch den Benutzerinnen und
Benutzern des KI-Systems bekannt sein. Die berechnete Riickfilligkeitswahrscheinlich-
keit von COMPAS kann von Richtern im Prozess der Urteilsfindung nur zielfithrend
eingesetzt werden, wenn sie die zugrunde liegenden Annahmen und Arbeitsweisen der
Klassifizierung kennen. Daher ist die Beurteilung der Fairness viel komplexer und weniger

eindeutig als die reine Qualitdtsmessung des KI-Systems.

6.1.4 Diskriminierung

Diskriminierung in KI-Systemen kann nach Zweig (2019) in folgende Arten unterteilt werden.

6.1.4.1 Diskriminierung in den Daten

Bereits die vorliegenden Trainingsdaten kénnen zu Diskriminierung fithren. Amazon stellte
beispielsweise bereits 2015 fest, dass sein System zur Klassifizierung von Bewerberinnen
und Bewerbern fiir Software-Entwicklung und andere technische Berufe nicht gender-gerecht
arbeitete. Das System wurde mit Bewerbungen der letzten zehn Jahre trainiert, welche die
iiberdurchschnittliche Anzahl an Méannern in der IT-Branche widerspiegelten. Es wurden
deutlich mehr ménnliche Bewerber als Bewerberinnen eingestellt. Das System lernte anhand
dieser Daten, dass Bewerbungen von Mannern denen von Frauen vorgezogen werden sollten.
Obwohl das KI-System die Angabe des Geschlechts explizit nicht beachtete, wurden Frauen
diskriminiert, indem der Algorithmus auch Informationen heranzog, die Auskunft iiber das
Geschlecht, beispielsweise ,,Kapitédn der Frauen-Schachmannschaft® gaben. Diese Bewerbungen

wurden dann schlechter bewertet.

3vgl. https://www.reuters.com/article/us-amazon-com-jobs-automation-insight-idUSKCN1MKOSG
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6.1.4.2 Diskriminierung durch fehlende Daten

Auch das Fehlen von Daten, die das KI-System zum Training seines Modells benétigt, kann
zu Diskriminierung fithren. Bilderkennungssysteme bendtigen beispielsweise bei der Erken-
nung von Melanomen (schwarzer Hautkrebs dhnlich einem Leberfleck) eine représentative
Datenbasis, um zuverlédssige Ergebnisse liefern zu kénnen. Nur wenn das KI-System mit vielen
unterschiedlichen Bildern von Koérperteilen und Hautfarben trainiert wurde, kann es in der
Praxis eingesetzt werden. Werden einzelne Personengruppen bei der Datenerhebung nicht
beriicksichtigt, konnen fiir diese spéter auch keine zuverldssigen Vorhersagen getroffen werden.
Diese Diskriminierung kann gerade im Gesundheitsbereich besonders schwerwiegende Folgen

haben.

Auch beim Training von KI-Systemen mit Spracherkennung miissen im Vorfeld Personen-
gruppen mit Akzenten, Dialekten und Sprachbehinderungen beachtet werden, um deren
Moglichkeit der Nutzung des Systems nicht bereits im Vorfeld auszuschlieffen. Besonders
wichtig ist dieses Anwendungsgebiet, da den Sprachinterfaces in den néchsten Jahren eine
stark ansteigende Bedeutung zugesprochen wird, sogar mit dem Potential, die gingige Eingabe
durch Tastatur und Maus abzulésen (vgl. Zweig (2019), S.214). Ein humoristisches Beispiel
dieser Art der Diskriminierung zeigt der Sketch, in dem zwei Schotten Probleme mit der

Sprachsteuerungssoftware eines amerikanischen Lifts haben?.

6.1.4.3 Diskriminierung durch Weglassen sensitiver Informationen

Benachteiligung kann auch entstehen, wenn dem KI-System sensitive Eigenschaften der Trai-
ningsdaten vorenthalten werden, diese aber urséchlich fiir unterschiedliches Verhalten sind.
Beispielsweise kann im Experiment aus Abschnitt 6.1.3.2 ein fiir Frauen und Ménner (s. Ab-
bildung 6.10, Geschlechtszeichen bei den Punkten) getrenntes System eine zufriedenstellende
Vorhersage treffen. Dabei stellt die orange Linie (s. Abbildung 6.10, orange Linie) die optimale
Trennlinie fir Méanner und die blaue Linie (s. Abbildung 6.10, blaue Linie) die optimale
Trennlinie fir Frauen dar. Wiirde man hier fir Frauen und Méanner getrennt jeweils eine eigene

Trennlinie bestimmen, wiirden keine unschuldigen Personen verurteilt und keine schuldigen

4h‘ctps ://www.youtube.com/watch?v=HbDnxzrbxn4
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Personen freigesprochen werden. Das Ergebnis wére daher fiir die vorliegenden Daten optimal.
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Abbildung 6.10: Experiment mit drei Trennlinien unter Beriicksichtigung des Merkmals Geschlecht
(Zweig, 2019, S.217).

Wird aber das Geschlecht bei der Bestimmung der Trennlinie nicht beachtet und nur eine
einzige Trennlinie fiir alle Personen bestimmt, ist das Gesamtergebnis deutlich schlechter. Die
in Abbildung 6.10 eingetragene schwarze Linie stellt ein bestes Ergebnis fiir alle Personen
unabhéngig von ihrem Geschlecht dar, das aber vier Personen falsch klassifiziert. In diesem
Fall sind die zwei zu Unrecht verurteilten Personen ménnlich (s. Abbildung 6.10, zwei griine
Punkte iiber der schwarzen Linie) und die beiden nicht verurteilten Kriminellen weiblich
(s. Abbildung 6.10, zwei rote Punkte unter der schwarzen Linie). Das Weglassen des Geschlechts

wirkt daher diskriminierend.

6.1.4.4 Diskriminierung durch dynamisches Weiterleiten

Eine weitere Form der Diskriminierung kann im Zuge des Lernens der KI-Systeme entstehen.

2016 wurde der Chatbot Tay in die harte Realitéit des Internets entlassen®.

Auf Twitter sollte er mit Menschen interagieren und dadurch menschliche Kommunikation
und Verhaltensweisen lernen. Dabei konnte er auch selbststéndig in Form von Likes, Tweets

und Re-Tweets agieren und reagieren. Nachdem er freundlich mit ,Hellooooooo World!!!“

Shttps://www.theverge.com/2016/3/24/11297050/tay-microsoft-chatbot-racist

®
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startete, radikalisierte er sich innerhalb kiirzester Zeit. Neben beleidigenden, rassistischen
und sexistischen Aussagen gab Tay auch Verschworungstheorien weiter. So machte er, bevor
er abgeschaltet wurde, US-Président George W. Bush fiir die Terroranschldge am 11. Sep-
tember 2001 verantwortlich und befiirwortete die Taten von Adolf Hitler. Eine erschreckende
aber erkldarbare Entwicklung. Nach dem Motto ,,garbage in, garbage out“ entstanden diese
Ausbriiche durch das Lernen derartiger Aussagen von Personengruppen, die es gezielt auf
diesen Chatbot abgesehen hatten. Durch Filterblasen und Verstarkereffekte in den sozialen
Medien wurden diese Einfliisse weiter verstirkt. Ein KI-System kann auf diese Weise auch

Diskriminierung lernen.

Angesichts dessen stellt sich die Frage, ob die Radikalisierung von Tay hétte verhindert
werden kénnen. Mithilfe von Blacklist- und Filteroptionen kénnten Themen, Aussagen oder
sogar Personen im Lernprozess gezielt vermieden werden. Aber auch diese Filterméglichkeiten
héatten im vorliegenden Fall von Personen mit boswilliger Absicht umgangen werden kénnen.
Zusétzlich bietet eine derartige Zensur ebenfalls Diskriminierungspotential. Wer entscheidet,
was der Chatbot lernen darf und von wem? Eine Ungleichbehandlung von Teilgruppen der

Gesellschaft erscheint hier durchaus moglich.

6.1.5 Rechtliche Fragen am Beispiel der Haftung

Neben technischen und gesellschaftlichen Fragen sind KI-Systeme auch rechtlich reglementiert.
Dies kann anschaulich am Beispiel des autonomen Fahrens aufgezeigt werden. Aktuell ergibt
sich fir den Fahrzeughalter durch die Gefahrdungshaftung (§ 7 Straflenverkehrsgesetz) eine
verschérfte Haftung. Diese Haftung wird iiber die Pflichtversicherung (§ 1 Gesetz iiber die
Pflichtversicherung fiir Kraftfahrzeughalter) abgesichert, da fiir jedes am Verkehr teilnehmende
Kraftfahrzeug eine Haftpflichtversicherung abgeschlossen werden muss. Dies flihrt dazu, dass
Schiaden beim Unfallgegner, die durch diese Fahrzeuge entstehen, in jedem Fall reguliert
werden. Dennoch ist der Halter verantwortlich fiir sein Fahrzeug. Das beinhaltet auch, wem er
sein Fahrzeug anvertraut, dass er sich um den Zustand kiimmert und als Fahrer natiirlich die
Regeln einhélt. Das setzt aber auch voraus, dass er Einfluss auf Fahrer, Fahrverhalten und
Zustand des Fahrzeuges hat. Gerhard Wagner von der Humboldt-Universitdt Berlin sieht hier
einen Paradigmenwechsel: ,,Gegenwértig fahren Menschen das Auto, aber in Zukunft fahrt

der Hersteller das Auto und mit dieser Verlagerung der Kontrolle des Fahrzeugs miisste sich
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auch die Haftung hin zum Hersteller verlagern“S. Warum soll ein Halter eines Fahrzeuges
haftbar gemacht werden, wenn dieses doch ,autonom®, also selbststiandig und unabhéingig
fihrt? Diese Uberlegung wiirde zu einer Produkthaftung fiihren, bei der ein Hersteller fiir die
Schéden seiner Produkte einstehen muss. Wenn der , Fahrzeugfiithrer” nicht mehr selbst fahrt,
sollte also der Fahrzeughersteller fiir Unfille seiner Fahrzeuge Schadensersatz leisten. Ein
Unfallgegner miisste sich daher zur Regulierung seines Schadens an die Fahrzeugproduzenten
wenden. Viele Verbraucherschiitzer sehen hier Schwierigkeiten bei der Durchsetzung von
Anspriichen von Privatpersonen gegen grofle Konzerne. Sie sehen daher die Notwendigkeit,
die Halterhaftung nicht zu dndern. ,Fiir Geschédigte sei es im Zweifel einfacher, sich direkt
an die Pflichtversicherung eines Fahrzeughalters zu wenden, als mit einem Autohersteller
in einen Rechtsstreit iiber fehlerhafte KI-Programmierung zu geraten“S. Nichtsdestotrotz
missen rechtliche Regelungen geschaffen werden, die kldren, in welchem Rahmen der Versiche-
rungsanbieter Regressanspriiche bei den Herstellern der Fahrzeuge im Falle von Fehlern, z. B.
durch die Software, geltend machen kann. Aber auch das ist umsetzbar: Schon heute kénnen
beispielsweise Hersteller bei Unféllen, die auf Produktionsfehler zuriickzufiihren sind, haftbar

gemacht werden. Ob das bei autonomen Fahrzeugen auch so sein wird, bleibt abzuwarten.

Dieser kurze Exkurs in die rechtlichen Rahmenbedingungen der Haftung im Bereich des
autonomen Fahrens soll zeigen, welche rechtlich relevanten Fragen geklért werden miissen,
um bei der Verwendung von KI-Systemen ein friedliches Zusammenleben in der Gesellschaft
zu ermoglichen. Sind entsprechende Herausforderungen erfiillt, konnen die vielen Vorteile
von autonomen Fahrzeugen genutzt und die Sorgen vieler Menschen durch klare Regelungen

gemildert werden.

6.1.6 Einsatzmoglichkeiten und -beschrankungen

In den vorhergehenden Kapiteln wurde deutlich, welchen Einfluss KI-Systeme auf die Gesell-
schaft und das Individuum haben kénnen. Daher stellt sich die Frage, in welchen Bereichen des
Lebens derartige Software eingesetzt werden soll und welche Voraussetzungen sie dabei erfiillen
muss. Zweig (2019) hat dazu eine Risikomatrix mit den Dimensionen Gesamtschaden und

Anzahl der Anbieter bzw. Komplexitiat der Wechselmoglichkeit erstellt (s. Abbildung 6.11), in

Shttps://www.zdf .de/nachrichten/digitales/ki-strassenverkehr-haftung-autonomes-fahren-

100.html


https://www.zdf.de/nachrichten/digitales/ki-strassenverkehr-haftung-autonomes-fahren-100.html
https://www.zdf.de/nachrichten/digitales/ki-strassenverkehr-haftung-autonomes-fahren-100.html
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die diese Systeme eingeordnet werden konnen.

Viele Anbieter,
einfacher Wechsel
Hoher

Personalisierte
Preise
Gesamt-

Gesamt- N — / e
schaden Upload-Filter schaden
bei Fehl- - T bei Fehl-

urteilen

Geringer | °°°

urteilen

Monopol

Abb. 6.11: Risikomatrix (Zweig, 2019, S. 242).

Zum einen ist wichtig, wie hoch ein moglicher Schaden bei einer Fehlbeurteilung durch das
KI-System fir die Gesellschaft ausfallen kann. Die bereits angesprochene Terroristenidentifi-
zierung (s. Abbildung 6.11, rechts unten) kann bei falscher Klassifikation natiirlich deutlich
starkere Auswirkungen haben, als einem Kunden eine unpassende Kaufempfehlung zu schicken
(s. Abbildung 6.11, links oben). Dabei wird in dieser Darstellung nur die iibergeordnete
gesamtgesellschaftliche Ebene betrachtet und nicht der individuelle Schaden fiir einzelne

Personen. Dieser Aspekt wurde bereits in Abschnitt 6.1.3.2 thematisiert.

Die zweite Dimension beschreibt die Moglichkeit, den Anbieter einer bestimmten Leistung
zu wechseln. Dies kann beispielsweise durch fehlende Alternativen, die durch Patente und
Musterschutz entstehen kénnen, oder durch grofle Marktmacht, die durch sich selbstverstar-
kende Konzentrationsprozesse bei sozialen Netzwerken und Online-Marktplétzen entstehen,

erschwert werden.

Die Lage der KI-Systeme in dieser Risikomatrix erlaubt eine Einordnung in fiinf Risikoklassen
(s. Abbildung 6.12), ,die dann bestimmen, welche Transparenz- und Nachvollziehbarkeitsan-

forderungen gestellt werden* (Zweig, 2019, S. 242).

Die Klasse bestimmt dabei, unter welchen Voraussetzungen oder ob iiberhaupt Systeme mit

Kiinstlicher Intelligenz als Entscheidungssysteme eingesetzt werden sollen:
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Klasse 1

Viele Anbieter, Klasse 2

Klasse 0 einfacher Wechsel ys

»Kunden, die dieses

Produkt kauften, Klasse 3
kauften auch”
Bewertung von
Objekten ohne
direkte
Geringer Auswirkung auf f oher
Gesamt- Gesamt-
schaden Upload-Filter schaden
bei Fehl- bei Fehl-
urteilen Vs 4 ewer_ber urteilen
Personalisierte / /aUSSOFtICrcI"I
1 / Klasse 4
/ Arbeitnehmer- i
leistung bewerten lerroristeis
7 4 identifikation
V4 Newsfeed _ Lethal
Altomatische Lohnsteuer- / Citizen Autonomous
jahresausgleichsbearbeitung, Score Weapons

Monopol

Abb. 6.12: Risikoklassen (Zweig, 2019, S.244).

Klasse 0: Das Schadenspotential fiir die Gesellschaft ist bei diesen Systemen so gering, dass

keine technische Regulierung notwendig ist. Bewertungs- oder Empfehlungssysteme in

Online-Shops sind Beispiele fiir diese Art der Anwendungen. Sollte bei einer nachtragli-

chen Analyse Diskriminierung einzelner Gruppen auftauchen, wird das System in eine

hohere Klasse mit gesteigerten Anforderungen eingeordnet.

Klasse 1: Systeme in dieser Klasse miissen stindig iiberwacht werden, da ihr Schadenspotential

nicht trivial ist. Personalisierte Preise konnen beispielsweise marktverzerrend wirken

und damit einen negativen Effekt auf die gesamte Gesellschaft haben. Personalisierte

Werbung kann die 6ffentliche Meinung und Wahrnehmung beeinflussen und ist daher

auch mit potentiellen Gefahren verbunden. Um dem entgegenzuwirken, sollten der

Gesellschaft bei diesen Systemen zum einen die verwendeten Methoden des maschinellen

Lernens sowie das zugrunde liegende Qualitdtsmafl bekannt sein. Zum anderen muss

geklart werden, welche Konsequenzen die Ergebnisse der Systeme fiir die Gesellschaft

haben und ob Widerspruchs- und Ausweichméglichkeiten gegeben sind.

Klasse 2: Zusétzlich zu den Anforderungen aus Klasse 1 miissen bei diesen Anwendungen auch

Informationen iiber die zugrunde liegenden Daten bekannt sein, um ein transparentes

Bild iiber das Ergebnis des KI-Systems zu erlangen. Dazu gehort auch die Moglichkeit,

die Qualitét der Ergebnisse selbststédndig iiberpriifen zu kénnen. Bei der Bestimmung
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der Kreditwiirdigkeit einer Person sollte diese beispielsweise erfahren kénnen, auf welche

Daten die sie betreffende Vorhersage beruht.

Klasse 3: Hierin befinden sich KI-Systeme, deren Schadenspotential als sehr hoch eingestuft
wird. Dies macht einen Einblick in deren Funktionsweise unbedingt notwendig, um
zu erkennen, welche Eigenschaften zu welchen Ergebnissen fiihren. Systeme in dieser
Kategorie miissen mit Verfahren des maschinellen Lernens trainiert werden, ,die eine
Einsicht in die gefundenen Entscheidungsregeln erlauben* (Zweig, 2019, S.243). Dies
stellen nicht alle Verfahren des maschinellen Lernens sicher. Deren Ergebnisse kénnen
jedoch schlechter sein als ihre Black-Box-Alternativen. Als zusétzliche Einschrankung
sollte bei diesen Systemen die Datenbasis auf vorliegende Diskriminierung iiberpriift
werden kénnen. Uploadfilter und News-Feed-Algorithmen haben einen direkten Einfluss
auf die politische Meinungsbildung in einem Land und sollten daher transparent und
nachvollziehbar agieren. Auch bei Verfahren, die Einfluss auf den Erfolg einer Bewerbung
haben (s. auch Abschnitt 3.3.1), sollten Transparenz und Nachvollziehbarkeit fiir den

Bewerbenden, die Mitarbeitenden und die Personalabteilung gewéhrleistet sein.

Klasse 4: In diesen Bereich fallen KI-Systeme, deren mdgliches Schadenspotential als zu grof§
erachtet wird, um ihren Einsatz in Abwagung mit dem Nutzen rechtfertigen zu kénnen.
Tédliche autonome Waffen (lethal autonomous weapons) toten selbststdandig Personen,
die zuvor von diesem System identifiziert worden sind. Eine ,hinreichende Sicherheit®,
ob es die ,richtige“ Person ist oder die vorliegenden Informationen korrekt sind, wird es

allerdings nicht geben. Ein Einsatz dieser Maschinen ist daher grundsétzlich abzulehnen.

Diese Kategorisierung nach Zweig (2019) lasst Raum zur Diskussion tiber die Klassifizierung
einzelner KI-Systeme sowie {iber die gestellten Anforderungen an KI-Systeme unterschiedlicher
Klassen. Es bietet aber eine gute Grundlage, um diese KI-Systeme miteinander zu vergleichen,
Auswirkungen auf die Gesellschaft zu bewerten und die Fortentwicklung des rechtlichen

Rahmens zu diskutieren.
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6.2 Didaktische Hinweise / Bezug zum Lehrplan

6.2.1 Einordnung in den Lehrplan

Im LehrplanPLUS Informatik sowie spét beginnende Informatik findet sich in Jahrgangsstufe

11 folgende Kompetenzerwartung;:

Die Schiilerinnen und Schiiler nehmen zu ausgewdhlten aktuellen Einsatzmdéglichkeiten
der Kiinstlichen Intelligenz Stellung und bewerten Chancen und Risiken fir Individuum

und Gesellschaft.

In diesem Rahmen sollen die Schiilerinnen und Schiiler KI-Systeme, die aktuell eingesetzt
oder deren Einsatz geplant ist, analysieren. Neben den technischen Details dieser Systeme,
welche die Schiilerinnen und Schiiler im Verlauf dieser Sequenz bereits kennengelernt haben,
stehen nun die Auswirkungen auf die gesamte Gesellschaft, Teilgruppen oder Individuen im
Vordergrund. Um eine Analyse zu ermdglichen, miissen die Schiilerinnen und Schiiler zuerst die
Funktionsweise von KI-Systemen kennenlernen, die verwendeten Daten iiberblicken und das
verwendete Lernverfahren verstehen. Dafiir greifen sie auf die in dieser Sequenz erworbenen

Kompetenzen zuriick.

Darauf aufbauend koénnen sie ethische, rechtliche und gesellschaftliche Implikationen ableiten.
Eine reine Auflistung der Vor- und Nachteile dieser Systeme zu generieren, ist allerdings nicht
das Ziel. Vielmehr sollen die Chancen und Risiken verwendet werden, um ,,abzustecken“, was
moglich, umsetzbar und gesellschaftlich erwiinscht ist. So soll eine differenzierte mehrdimen-
sionale Bewertung der Zusammenhénge erfolgen, die am Ende nicht ein , Einsatz ja* oder
,Einsatz nein“ bestimmt, sondern Voraussetzungen und Regeln zur erfolgreichen Verwendung
dieser Systeme benennt. Dabei sind die Chancen in der Regel schnell bestimmt. Die Risiken
dagegen bediirfen einer genaueren Betrachtung. Sie sollen nicht per se als Ausschlusskriterien
dieser Systeme dienen, sondern eine Diskussionsgrundlage fiir die notwendigen Voraussetzun-

gen fiir den Einsatz im Hinblick auf mégliches Schadenspotential darstellen.

Diese Diskussion kann nur im Kontext des geltenden Rechtssystems sowie der gesellschaftlichen

Wertvorstellung unter Verwendung von aktuellen Beispielen erfolgen. Der Operator ,,bewerten*
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zielt dabei (vgl. EPA Informatik”) auf die Ubertragung vielfiltiger Erfahrungen bei der
Bearbeitung von Problemen aus verschiedenen Anwendungsfeldern auf die Losung dhnlicher
Fragestellungen ab. Im Zuge dessen miissen die Schiilerinnen und Schiiler mit Beispielen
aus der Realitdt arbeiten, um die damit erworbenen Erkenntnisse und Féhigkeiten bei der
Bewertung in andere Kontexte transferieren zu konnen. Was sie dazu brauchen, sind allerdings
Strukturen, die ihnen eine sachliche, geordnete und multiperspektivische Betrachtung der
Problemlage erlauben. Die Schiilerinnen und Schiiler sollen lernen, wie sie eine Analyse von
KI-Systemen im Hinblick auf die Auswirkungen auf Individuum und Gesellschaft fundiert

durchfithren konnen.

Dabei steht nicht die Behandlung theoretischer Modelle (z.B. die lange Kette der Verant-
wortlichkeiten in Abschnitt 6.1.3.2) im Vordergrund. Vielmehr sollen den Schiilerinnen und
Schiilern damit Diskussionsansétze, neuralgische Punkte bei der Entwicklung und Verwendung

von KI-Systemen sowie unterschiedliche Betrachtungsperspektiven aufgezeigt werden.

Sind die Chancen gesammelt und die Risiken im Hinblick auf das Schadenspotential abgesteckt,
kann zu einem vorgegebenen Kinsatz eines konkreten KI-Systems Stellung genommen werden.
Diese Féhigkeit ist mithilfe der Strukturen, Perspektiven und Erfahrungen auf andere Proble-
me, neue Systeme oder Anderungen in den Voraussetzungen transferfihig. Dies ist besonders
wichtig, um sich von Diskussionen iiber ,die Kiinstliche Intelligenz“, die nur oberflachlich

gefithrt werden oder Angste schiiren wollen, abzuheben.

6.2.2 Durchfiihrung

Insgesamt werden fiir diesen Themenbereich ca. zwei Stunden vorgeschlagen. Um die Schii-
lerinnen und Schiiler von den zuvor bearbeiteten technischen Aspekten abzuholen und zu
den Folgen dieser Systeme iiberzuleiten, kann ein Beispiel aus den vorhergehenden Stunden
aufgegriffen werden. Es bieten sich dabei besonders Systeme an, die in irgendeiner Form

Entscheidungen treffen miissen, wie beispielsweise Systeme der Klassifizierung von Personen.

Eine Umsetzung dieses Themenbereichs kann dabei anhand eines Szenarios (Justizszenario
in Abschnitt 6.2.2.1) oder der thementeiligen Bearbeitung mehrerer Szenarien (Beispiele

Abschnitt 6.2.2.2) durchgefiihrt werden. In beiden Féllen sollte den Schiilerinnen und Schiiler

"https://www.kmk.org/fileadmin/Dateien/veroeffentlichungen_beschluesse/1989/1989_12_01-EPA-

Informatik.pdf
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mithilfe der langen Kette der Verantwortlichkeiten (s. Abschnitt 6.1.3.2), des ,, Trennlinien-
Experiments“ (s. Abschnitt 6.1.3.2), der Arten moéglicher Diskriminierung (s. Abschnitt 6.1.4)
oder der Einsatzmoglichkeiten und -beschrankungen (s. Abschnitt 6.1.6) Ansatzpunkte zur

weiteren Auseinandersetzung vorgestellt werden.

6.2.2.1 Beispiel 1: Szenario Justizsysteme

Zum Einstieg in diese Thematik bietet sich der Ausschnitt aus dem Film Minority Report®
an, der die scheinbare Utopie einer Strafverfolgung vor der eigentlichen Tat und damit deren
Verhinderung zeigt. Dieser Clip zeigt eine Welt frei von Verbrechen, die man sich kaum
vorstellen kann. Dass sich diese Welt im Verlauf des Filmes eher in eine Dystopie verwandelt,
sei an dieser Stelle dahingestellt. Neben den Chancen, die ein System bietet, das Kriminalitat
schon im Vorfeld nicht geschehen lésst, erkennen die Schiilerinnen und Schiiler bereits an

dieser Stelle mogliche Probleme.

Das Predictive Policing System SKALA in Nordrhein-Westfalen (NRW) (s. Abschnitt 6.1.2.1)
folgt in Ziigen dem Ansatz des gezeigten Filmausschnitts. Informationen zu diesem System
findet man auf der Homepage der Polizei NRW?. Nachdem sich die Schiilerinnen und Schiiler
iiber die Umsetzung, Voraussetzungen und Ziele dieses Systems informiert haben, kénnen
ihnen von der Lehrkraft mit der langen Kette der Verantwortlichkeiten (s. Abschnitt 6.1.3.2),
das ,Trennlinien-Experiment®, die Arten moglicher Diskriminierung (s. Abschnitt 6.1.4) und
der Einsatzmoglichkeiten und -beschréankungen (s. Abschnitt 6.1.6) Ansatzpunkte fir eine

vertiefte Auseinandersetzung mit diesen Systemen bereitgestellt werden.

Eine Stellungnahme zu diesem Thema konnte anschlieffend in Form der Methode ,, Talkshow*
umgesetzt werden: Dazu bearbeiten die Schiilerinnen und Schiiler die Materialien thementeilig
in Gruppen. Jede Gruppe erhélt eine Rolle und entwickelt eine Argumentationsstruktur, welche
die Chancen aber auch notwendige Voraussetzungen und Bedingungen fiir die Einfithrung eines
Systems des Predictive Policing aus ihrer Sicht beinhaltet. Dabei kann unter anderem zwischen
den Rollen Datenschiitzer, unschuldiger Biirger, Strafverfolgungsbehérde und Vertreter der
Gesamtgesellschaft unterschieden werden. Eine Gruppe stellt den Talkshow-Moderator, der

sich ebenso in die Materie einarbeiten und eine Fragenstruktur zur spéiteren Moderation

8https://www.youtube.com/watch?v=0QdDLfD3k1s
Ihttps://polizei.nru/skala

®


https://www.youtube.com/watch?v=oQdDLfD3kls
https://polizei.nrw/skala

entwickeln muss. AnschlieBend sendet jede Gruppe einen Vertreter oder eine Vertreterin in die
Talkshow-Runde. Hier wird der Einsatz dieser Systeme unter Verwendung der vorbereiteten
Argumente diskutiert. Dabei ist zu beachten, dass geforderte Einschriankungen einer Gruppe
den Chancen einer anderen Gruppe entgegenstehen kénnen. Dies stellt die Ausgangslage fir

eine multiperspektivische und dynamische Diskussion dar. Optional kann ein Gesamtergebnis,
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das aus einem Katalog aus Voraussetzungen besteht, erstellt werden.

Material z. B.:

Polizei NRW: Projektbeschreibung
SKALA

https://polizei.nrw/skala

Polizei NRW: Abschlussbericht mit Da-
tenschutzinformationen: Ausfiithrlicher

Bericht oder Kurzfassung

https://www.sueddeutsche.de/panorama/

polizei-duesseldorf-nrw-polizei-
verteidigt-umstrittene-palantir-
software-dpa.urn-newsml-dpa-com—

20090101-210503-99-449227

Urteil zur Einschriankung der Software

Palantir 2023

https://www.spiegel.de/netzwelt/

netzpolitik/palantir-programme-

bundesverfassungsgericht-schraenkt-
einsatz-von-polizei-software-ein-a-

6a707d74-feal-484b-a187-013£827b09c0

6.2.2.2 Beispiel 2: Weitere Szenarien

Im Folgenden finden sich Materialien fiir Szenarien, bei denen Chancen und Risiken von

KI-Systemen deutlich werden:

Sprach- und Texterkennung:

Chancen: z.B.

e ChatGPT (https://openai.com/blog/chatgpt)

o Automatische Terminvereinbarung (https://www.youtube.com/watch?v=kMu_c0-

P6u0)
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o Ubersetzung (https://www.deepl.com/translator)
Risiken: z.B.

o Diskriminierung aufgrund des Dialekts bzw. Akzents (https://www.youtube. com/

watch?v=HbDnxzrbxnd&t=144s)

o Gefahren durch Smart Speaker (https://www.swr.de/unternehmen/audiolab/

hoert-mich-mein-smart-speaker-ab-100.html)

Gesichts- und Emotionserkennung:

Chancen: z.B.

o Verbrechensbekdmpfung (https://www.br.de/fernsehen/ard-alpha/sendungen/

campus/doku/verbrechen-sicherheit-ueberwachung-campus-doku-100.html)

o Autismus Erkennung (https://www.youtube.com/watch?v=YQpT1lnWYAQE)
Risiken: z.B.

o Gesichtserkennung in China (https://www.youtube.com/watch?v=iT9Xq77H5rU)

o TAauschung der Gesichtserkennung bei Smartphones (https://www.test.de/Sicher-

heitsluecke-bei-Smart-phones-Handysperre-mit-Foto-ausgetrickst-5908999-

0/)
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